and routing principles shown in Figure 8.39 to
explain how frames are relayed/routed
between all the network sites. Include in your
explanation the role of the following fields in
each frame header:

(i) DLCI,

(i) FECN, BECN and DE bits.

Explain the use of a CCLM frame and the
actions carried out if a frame is corrupted.

Exercises | 563

8.42 With the aid of the network schematic shown

in Figure 8.40, explain how both telephony
(via a PBX) and data (via a remote bridge or
router) are extended to cover an entire enter-
prise. Include in your explanation the role and
operation of:

(i) asubrate multiplexer,

(ii) aframe relay adapter,

Can the latter also be used for telephony?
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9.1

Introduction

As we saw in Chapter 1, the Internet is a global network that supports a vari-
ety of interpersonal and interactive multimedia applications. A user gains
access to these applications by means of an end system - normally referred to
as a host — which, typically, is a multimedia PC, a network computer, or a
workstation. As we showed in Figure 1.2, the Internet comprises a large
number of different access networks which are interconnected together by
means of a global internetwork. Associated with each access network — ISP
network, intranet, enterprise network, site/campus LAN, and so on —is a
gateway and the global internetwork consists of an interconnected set of
regional, national, and international, networks all of which are intercon-
nected together using high bit rate leased lines and devices known as routing
gateways or simply routers,

The Internet operates in a packet-switched mode and Figure 9.1 shows
the protocol stack associated with it. In the figure, we assume the network
interface card in all hosts that are attached to an access network communi-
cate with other hosts using the TCP/IP protocol stack. As we showed in
Figure 5.11 {and explained in the accompanying text) this is not always the
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Figure 9.1 Internet networking components and protocols.

case. Nevertheless, any end system (host) that communicates directly over the
Internet — the email server in Figure 5.11 for example — does so using the
TCP/IP protocol stack.

In general, the various access networks have different operational para-
meters associated with them in terms of their bit rate, frame format,
maximum frame size, and type of addresses that are used. For example, in the
case of a site/campus LAN, as we saw in the last chapter, a token ring LAN
uses a different bit rate, frame format, and maximum frame size from an
Ethernet LAN. This means, therefore, that since bridges can only be used to
interconnect LAN segments of the same type, they cannot be used to per-
form the network interconnection function. Hence instead, the routing and
forwarding operations associated with a gateway are performed at the net-
work layer. In the TCP/IP protocol stack the network layer protocol is the
Internet protocol (IP) and, as we show in Figure 9.1, in order to transfer
packets of information from one host to another, it is the IP in the two hosts,
together with the IP in each Internet gateway and router involved, that per-
form the routing and other harmonization functions necessary.

The IP in each host (that communicates directly over the Internet) has a
unique Internet-wide address assigned to it. This is known as the host’s
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Internet address or, more usually, its IP address. Each IP address has two
parts: a network identifier (netid) and a host identifier (hostid). The alloca-
iion of netids is centrally managed by the Internet Network Information
Center (InterNIC) and each access network has a unique netid assigned to it.
For example, each campus/site LAN is assigned a single netid. The IP
address of a host attached to an access network then contains the unique
netid of the access network and a unique hostid. As with netids, hostids are
centrally allocated but this time by the local administrator of the access net-
work to which the host is attached.

The IP provides a connectionless best-effort service to the transport layer
above it which, as we show in the figure, is either the transmission control
protacol (TCP) or the user datagram protocol (UDP). Hence when either
protocol has a block of information to transfer, it simply passes the block to
its local IP together with the IP address of the intended recipient. The
(source) IP first adds the destination and source IP addresses to the head of
the block, together with an indication of the source protocol (TCP or UDP),
to form what is known as an IP datagram. The IP then forwards the datagram
to its local gateway. At this point the datagram is often referred to as a packet
and hence the two terms are used interchangeably.

Each access gateway is attached to an internetwork router and, at regular
intervals, the IP in these routers exchange routing information. When this is
compilete, each router has built up a routing table which enables it to route a
packer/datagram to any of the other networks/netids that make up the
Internet. Hence, on receipt of a packet, the router simply reads the destina-
tion netid from the packet header and uses the contents of its routing table
to forward the packet on the path/route through the global internetwork
first to the destination internetwork router and, from there, to the destina-
tion access gateway. Assuming the size of the packet is equal to or less than
the maximum frame size of the destination access network, on receipt of the
packet, the destination gateway reads the hostid part of the destination IP
address and forwards the packet to the local host identified by the hostid
part. The IP in the host then strips off the header from the packet and passes.
the block of information contained within it — known as the payload — to the
peer transport layer protocol indicated in the packet header.

If the size of the packet is greater than the maximum frame size — that is,
the maximum transmission unit (MTU) — of the destination access network,
the IP in the destination gateway proceeds to divide the block of information
contzined in the packet into 2 number of smaller blocks each known as a
fragment. Each fragment is then forwarded to the IP in the destination host
in a separate packet the length of which is determined by the MTU of the
access network. The destination IP then reassembles the fragments of infor-
mation from each received packet to form the original submitted block of
information and passes this to the peer transport layer protocol indicated in
the packet header.
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As we shall see in the following sections, the above is just a summary of
the operation of the IP and, in practice, in order to perform the various func-
tions we have just described, the IP uses a number of what are known as
adjunct protocols. These are identified in Figure 9.2 and a summary of the
role of each protocol is as follows:

8 The address resolution protocol (ARP) and the reverse ARP (RARP) are
used by the IP in hosts that are attached to a broadcast LAN (such as an
Ethernet or token ring) in order to determine the physical (MAC)
address of a host or gateway given its IP address (ARF) and, in the case of
the RARP, the reverse function.

Host

AP = application protocol/process ICAAP = Internet control message protoccl
IP = Infernet pratacol IGMP = Inlernet group message protocol
ARP = address resolution profocol OSPF = open shorlest path first

RARP = reverse ARF

Figyre 9.2 IP adjunct protocals.
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9.2

m The open shortest path first (OSPF) protocol is an example of a routing
protocol used in the global internetwork. Such protocols are present in
each internetwork router and are utilized to build up the contents of the
routing table that is used to route packets across the global internetwork.

B The Internet control message protocol (ICMP) is used by the IP in a host
or gateway to exchange error and other control messages with the IP in
another host or gateway.

‘B The Internet group management protocol (IGMP) is used with

multicasting to enable a host to send a copy of a datagram to the other
hosts that are part of the same multicast group.

In this chapter we explain the operation of the different parts of the IP and
each of the adjunct protocols in some detail. Also, we describe the structure of
the Internet global internetwork in more detail as this influences the overall
routing strategy and routing protocols that are used. Currently, the most widely
used version of the IP is version 4 and hence most of the chapter is devoted to
this. In a longer time span, however, this will be replaced by version 6. Hence
we describe the main features of this too and how it differs and interoperates
with version 4. We shall defer discussion of the two transport layer protocols
until Chapter 12 when we describe application protocols and related issues.

IP datagrams

As we indicated in the introduction, the IP is a connectionless protocol and
all user information is transferred in the payload part of what is known as a
datagram. The header of each datagram contains a number of fields the
format of which are shown in Figure 9.3.

The version field contains the version of the IP used to create the data-
gram and ensures that all systems — gateways, routers, and hosts — that process
the datagram/packet during its transfer across the Internet to the destination
host interpret the various fields correctly. The current version number is 4
and hence the IP is referred to as IP version 4 or simply IPv4.

The header can be of variable length and the intermediate header length
(IHL) field specifies the actual length of the header in multiples of 32-bit
words. The minimum length (without options) is 5. If the datagram contains
options, these are in multiples of 32 bits with any unused bytes filled with
padding bytes. Also, since the THL field is 4 bits, the maximum permissible
length is 15.

The type of service (TOS) field allows an application protocol/process to
specify the relative priority (precedence) of the application data and the pre-
ferred attributes associated with the path to be followed. It is used by each
gateway and router during the transmission and routing of the packet to
transmit packets of higher priority first and to select a line/route that has the
specified attributes should a choice be available. For example, if a route with
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Order of transmission

1234567 891011121214151617181920212223242526272829303132

Header <

Paylcad <

Type of service

| I——— High reliability
High throughput

low delay

Priority {0-7]

IHL = intermediate header length M = more fragments
D = don't fragment

Figure 9.3 IP datagram/packet format and header fields.

a minimum delay is specified then, given a choice of routes, the line with the
smallest delay associated with it should be chosen. We shall discuss the use of
the TOS field further in Section 9.8.

The total length field defines the total length of the initial datagram includ-
ing the header and payload parts. This is 2 16-bit field and hence the maximum
length is 65 535 (64K — 1) bytes and, as we explain in the next section, should
the contents of the initial datagram need to be transferred in multiple
(smaller) packets, then the value in total length is used by the destination host to
reassemble the payload contained within each smaller packet — known as a
fragment — into the original payload. In addition, each smaller packet contains
the same value in the identification field to enable the destination host to relate
each received packet fragment to the same original datagram.
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The next three bits are known as flag bits of which two are currently used.
The first is known as the don’t fragment or D-bit. It is set by a source host and is
examined by routers. A set D-bit indicates that the packet should be trans-
ferred in its entirety or not at all. The second is known as more fragmenis or
M-bit and this also is used during the reassembly procedure associated with
data transfers involving multiple smaller packets/fragments. It is set to 1 in all
but the last packet/fragment in which it is set to 0. In addition, the fragment
offset is used by the same procedure to indicate the position of the first byte of
the fragment contained within a smaller packet in relation to the original
packet payload. All fragments except the last one are in multiples of 8 bytes.

The value in the time-to-live field defines the maximum time for which a
packet can be in transit across the Internet. The value is in seconds and is set
by the IP in the source host. It is then decremented by each gateway and
router by a defined amount and, should the value become zero, the packet is
discarded. In principle, this procedure allows a destination IP to wait a known
maximum time for an outstanding packet fragment during the reassembly
procedure. In practice, it is used primarily by routers to detect packets that
are caught in loops. For this reason, therefore, the value is normally a hop
count. In this case, the hop count value is decremented by one by each gate-
way/router visited and, should the value become zero, the packet is
discarded. We shall identify how looping can occur in Section 9.6 when we
discuss the subject of routing.

The value in the profocol field is used to enable the destination IP to pass
the payload within each received packet to the same (peer) protocol that sent
the data. As we showed in Figure 9.2, this can be an internal network layer
protocol such as the ICMP, or a higher-layer protocol such as TCP or UDP.

The header checksum applies just to the header part of the datagram and is
a safeguard against corrupted packets being routed to incorrect destinations.
It is computed by treating each block of 16 bits as an integer and adding
them all together using 1s complement arithmetic. As we showed in the
example in Figure 6.20(b), the checksum is then the complement (inverse)
of the 1s complement sum.

The source address and destination address are the Internetwide IP addresses
of the source and destination host respectively.

Finally, the options field is used in selected datagrams to carry additional
information relating to:

B security: the payload may be encrypted for example, or be made
accessible only to a specified user group. The security field then contains
fields to enable the destination to decrypt the payload and authenticate
the sender;

B source routing: if known, the actual path/route to be followed through the
Internet may be specified in this field as a list of gateway/router
addresses;

®  loose source routing: this can be used to specify preferred routers in a path;
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B route recording: this field is used by each gateway/router visited during
the passage of a packet through the Internet to record its address. The
resulting list of addresses can then be used, for example, in the source
routing field of subsequent packets;

B stream identification: this, together with the source and destination
addresses in the datagram header, enables each gateway/router along
the path followed by the packet to identify the stream/flow to which the
packet belongs and, if necessary, give the packet precedence over other
packets. Examples include streams containing samples of speech or
compressed video;

B lime-stamp: if present, this is used by each gateway/router along the path
followed by the packet to record the time it processed the packet.

9.3 Fragmentation and reassembly

As we explained in Section 9.1, if the size of a packet is greater than the MTU
of the destination access network — or an intermediate network in the global
internetwork — the IP in the destination gateway — or intermediate router —
divides the information received in the packet into a number of smaller blocks
known as fragments. Fach fragment is then forwarded to the IP in the destina-
tion host in a separate packet the length of which is determined by the MTU
of the access/intermediate network. The IP in the destination host then
reassembles the fragments of information from each received packet to form
the original submitted block of information. It then passes this to the peer
transport layer protocol indicated in the protocol field of the packet header. -

To see how the various fields in each packet header are used to perform
this function, consider the transport protocol in a host that is attached to a
token ring LAN transferring a block of 7000 bytes - including the transport
protocol header — over the Internet to the transport protocol in a host that is
attached to an Ethernet LAN. Let us assume that the MTU associated with
the token ring LAN is 4000 bytes and that of the Ethernet LAN 1500 bytes.
Also that the header of each IP datagram requires 20 bytes. The steps taken
to transfer the complete block of 7000 bytes are shown in Figure 9.4(a).

Since the header of each datagram requires 20 bytes, the maximum
usable data in each token ring frame is 4000 — 20 = 3980 bytes. Similarly, that
in each Ethernet frame is 1500 — 20 = 1480 bytes. However, all fragments of
user data (except the last one) must be in multiples of 8 bytes. So we shall
have to limit the maximum user data in each packet transferred over the
token ring to 3976 bytes. In the case of the Ethernet, 1480 is divisible by
8 and so this value can be used unchanged.

To transfer the block of 7000 bytes over the token ring LAN requires two
datagrams, one with 3976 bytes of user data and the second 7000 - 3976 = 3024
bytes. The values for the various fields associated with the fragmentation and
reassembly procedures in each datagram header are given in Figure 9.4{b).
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Figure 9.4 Fragmentation and reassembly example: (a) Internet schematic; (b) packet
header fields for token ring LAN; (c) Ethernet LAN.

The value in the identification field is the same in all fragments and is used
by the destination IP to relate each fragment to the same original block of
information. In the example, we assume a value of 20 has been allocated by
the IP in the source host.

The total length is the number of bytes in the initial datagram including
the 20-byte header. However, since we have subtracted 20 from the maximum
user data value associated with-each LAN, we have shown this as 7000, Note
that this is the same in all the datagram fragments and hence the destination
IP can readily determine when all fragments have been received. The
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fragment offset then indicates the position of the user data in each fragment —
in multiples of 8 bytes - relative to the start of the initial datagram. Finally,
the more fragments (M) bitis 1 in each fragment and 0 in the final fragment.

We assume that the two datagrams/packets created by the source IP are
transferred over the global internetwork unchanged and, on reaching the
access gateway attached to the Ethernet LAN, the smaller maximum user data
value of 1480 bytes means that both packets must be further fragmented. As
we show in Figure 9.4(c), both packets must be fragmented into three smaller
packets. The first into two maximum sized packets of 1480 bytes and a fur-
ther packet containing 3976 — 2(1480) = 1016 bytes, and the second
containing two maximum sized packets and a further packet containing
3024 - 2(1480) = 64 bytes. The IP in the destination host then reassembles
the user data in each of the six packets it receives into the original 7000-byte
block of information and delivers this to the peer transport protocol.

As we explained, the time-fo-livefield in each packet header — and fragment
header — is present to avoid packets endlessly looping around the Internet
(normally as a result of routing table inconsistencies) and also to set a maxi-
mum limit on the time a host needs to wait for a delayed/corrupted/
discarded datagram fragment. Hence although the use of fragmentation
would appear to be relatively straightforward, there are drawbacks associated
with its use. For example, as we shall explain in Section 12.3.2, with the TCP
transport protocol, if an acknowlgy_gmgn[gﬁcmr_gt receipt of a submitted |
block is not received v w1;hm a defined max1mum time limit, the source TCP

will rmz‘lﬁfn‘ifﬁl}"cgm_plctf_hlnck Thus, as we caii dediice ®om the example @
in Fi‘g"ﬁf‘E—Q 4, it only needs one of the six datagram fragments 1o be-delayed-or
discardéd to fngger the retransmission of the complete 7000-byte block. As

result, theréfore, most TCP implémentations avoia’ﬂi‘”“mi’”ﬁﬂ" ty of fragmen-

“\F tation occurring by limiting the maximum submitted block size - including
) SR ‘c\')\? n»ransport protocol header — to 1048 bytes or, in some instances, 556 bytes.
W“’L U‘\ lternatively, as we shall expand upon in Section 9.7, it is possible for the

C’ Lv'q " source IP, prior to sending any transport protocol (user) data, to determine

Yo AR o the MTU of the path to be followed through the Internet. Then, if this is

o w smaller than the submitted user data, the source IP fragments the data using

this MTU. In this way, no further fragmentation should be necessary during

e
Q)\}‘\Yl the transfer of the phckets through the globa] internetwork.
/\\&
&1\0”9 4 IP add resses o\@ s /

Each host, gateway, and router has a unique Internetwide IP address assigned
to it that comprises a netid and a hostid part. Hence in the case of gateways
and routers that interconnect two {or more) networks together, each gate-
way/router port — also referred to as an interface — has a different netid
associated with it. In order to give the Internet Network Information Center
some flexibility when assigning netids, one of three different address formats




574 | Chapter 9 The Internet

can be used. Each format is known by an address class and, as we show in

Figure 9.5, classes A, E*.%!?dfq%‘j‘i_@_ll_cﬂﬁlen_tmﬁw?ﬁ
/ Each of these classes is intended for use with a different size of network.
Pa,ﬁh.,{wﬂak R M Q;yg? For exz‘;\mple, at one extreme a.large national network and at the othler a
o small site LAN. The class to which an address belongs can be determme-:d
7 from the position of the first zero bit in the first four bits. The remaining bits

Js Y o pohidaon add . then specify the netid and hostid parts wi.th the bcfundary separating the two
parts located on byte boundaries to simplify decoding.

. s 1t ],
bﬁz.,‘-,w‘?& e P% Aion é:}\ * Class A addresses have 7 bits for the netid and 24 bits for the hostid; class
' 'O b O % B addresses have 14 bits for the netid and 16 bits for the hostid; and class C
Gl addresses have 21 bits for the netid and 8 bits for the hostid. Class A addresses

i Vg FMH& are intended for use with networks that have a large number of attached
Yoo r 4 ey hosts (up to 22%) while class C addresses allow for a large number of networks
Yo mejﬂi each with a small number of attached hosts (up to 256). An example of a class
is & ional network and an example of a class C network is
A (Ot rA‘ZA network is a large nationa p ,
\P‘dﬁ' [‘ N ,W} _ a small site LAN.
}hi‘ﬁ":‘fe ) {T Netids and hostids comprising either all Os or all 1s have special meaning:

B An address with a hostid of all 0s is used to refer to the network in the
netid part rather than a host.

B An address with a netid of all Os implies the same network as the source
network /netid. :
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Figure 9.5 IP address formats.
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®  An address of all 1s means broadcast the packet over the source network.

B An address with a hostid of all 1s means broadcast the packet over the
destination network in the netid part.

B A class A address with a netid of all 1s is used for test purposes within the
protocol stack of the source host. It is known, therefore, as the loopback
address.

To make it easier to communicate IP addresses, the 32 bits are first
broken into four bytes. Each byte is then converted into its equivalent deci-
mal form and the total IP address is represented as the four decimal numbers
with a dot (period) between each. This is known as the dotted decimal nota-
tion and some examples are as follows:

00001010 00000000 00000000 00000000 = 10.0.0.0.
= class A, netid 10

10000000 60000011 60000010 00000011 = 128.3.2.3
= class B, netid 128.3, hostid 2.3

11000000 ¢0000000 00000001 11111111 = 192.0.1.255
= class C, all hosts broadcast on
netid 192.0.1

Example 9.1
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9.4.1

Class D addresses are reserved for multicasting. As we explained in
Section 8.2, in a LAN a frame can be sént to an individual, broadcast, or
group address. The group address is used by a station to send a copy of the
frame to all statioris that are members of the same multicast group (and
hence have the same multicast address), In the case of LANSs, the group
address is a MAC address and the class D IP address format is provided to
enable this mode of working to be extended over the complete Internet.

As we can see, unlike the three unicast address classes, the 28-bit mulu-
cast group address has no further structure. As we shall expand upon in
Section 9.6.9, multicast group addresses are assigned by the Internet assigned
numbers authority (IANA). Although most of these are assigned dynamicaily
(for conferences and so on), some are reserved to identify specific groups of
hosts and/or routers. These are known as permanent multicast group
addresses. Examples are 224.0.0.1 which meansall hosts (and routers) on the
same broadcast network, and 224.0.0.2 which means all routers on the same
site network.

Subnets

Although the basic structure shown in Figure 9.5 is adequate for most
addressing purposes, the introduction of multiple LANs at each site can
mean unacceptably high overheads in terms of routing. As we described in
Section 8.5, MAC bridges are used to interconnect LAN segments of the same
type. This solution is attractive for routing purposes since the combined LAN
then behaves like a single network. When interconnecting dissimilar LAN
types, as we explained in Section 8.8.4, the differences in frame format and,
more importantly, frame length, mean that routers are normally used since
the fragmentation and reassernbly of packets/frames is a function of the net-
work layer rather than the MAC sublayer. However, the use of routers means
that, with the basic address formats, each LAN must have its own netid. In the
case of large sites, there may be a significant number of such LANG.

Thls means that with the basu: adwe_gll the routers s relating
expand upon in Section 9.5, the efﬁc1eﬁ'cy_oﬁﬁTdﬁﬁg scheme is strongly
influenced by the number of routing nodes that make up the Internet. The
concept of subnets has been introduced to decouple the routers — and hence
routing — associated with a single site from the overall routing fup_c,t_mn in the
global mtemetwork Essentially, instead of each LAN associated with a site
having its own netid, only the site is allocated a netid. Each L.AN is then
known as a subnet and the identity of each (LAN) subnet then forms part of
the hostid field. This refined address format is shown in Figure 9.6(a).

The same address classes and associated structure are used, but the netid
now relates to a complete site rather than to a single subnet. Hence, since

only a single gatewaz/ router attached to a site performs internetwide Tout-

ing, the netid is con51dered as the Internet part. For a single netid with a
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Figure 9.6 Subnet addressing: (a) address structure; (h) example,

number of associated subnets, the hostid part consists of two subfields: a sub-
netid part and a local hostid part. Because these have only local significance,
they are known collectively as the local part. Also, to discriminate between
the routers in the global internetwork and those in a local site network, the
latter are known as subnet routers.

Because of the possibly wide range of subnets associated with different
site networks, no attempt has been made to define rigid subaddress bound-
aries for the local address part. Instead gin address mask is used to define the.
subaddress boundary for a particular_network.(and. hence netid). The
achdress mask is kept by the site gateway and all the subnet routers at the site.
It consists of binary 1s in those bit positions that contain a network address ~
including the netid and subnetd = and binary 0s in positions that contain the
W‘ﬁ@ﬂﬁ mask of _

11111111 11111111 11111111 00000000/

means that the first three bytes (octets) contain a network/subnet identifier
and the fourth byte contains the host identifier.

For example, if the mask relates to a class B address — a zero bit in the
second bit position - this is readily interpreted as: the first two bytes are the
internetwide netid, the next byte the subnetid, and the last byte the hostid on
the subnet, Such an address is shown in Figure 9.6(b).

Normally, dotted decimal is used to define address masks and hence the
above mask is written:

255.255.255.0
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Example 9.2

9.5

9.5.1

Byte boundaries are normally chosen to simplify address decoding. So with
this mask, and assuming the netid was, say, 128.10, then all the hosts attached
to this network would have this same netid. In this way, the presence of a pos-
sibly large number of subnets and associated (subnet) routers is transparent
to all the other Internet gateways and routers for routing purposes.

ARP and RARP

As we outlined in Section 9.1, the address resolution protocol (ARP) and the
reverse ARP (RARP) are used by the IP in hosts that are attached to a broad-
cast LAN. The ARP is used to determine the MAC address of another host or
gateway that is attached to the same LAN given the IP address of the host
gateway. It is defined in RFC 826. The RARP performs the reverse function
and is defined in RFC 903. We explain the operation of each separately.

A
RP o

Associated with each host are two addresses: its IP address and its MAC
address which, since it is assigned to the MAC integrated circuit when it is
manufactured, is known also as the host's hardware (or physical) addres
Normally, both addresses are stored in_the configuration file of the host on
the hard disk. In order to describe the operation of the ARP, we shall use the
LAN topology shown in Figure 9.7.
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Internet
global
internetwork

G = site gateway Hi-4 = Ethemet/
@ = host repeater hub

Figure 9.7 Example topology for describing the operation of the ARP.

Y v
As we can see, this comprises three Ethernet hubs (H1, H2, and K3} that
are interconnected by means of a fourth hub (H4). There is also a connec-
tion between H4 and the site gateway (G). We assume that all the hubs are __
simple repeater hubs and that all hosts have just been switched on and hence (%)
have sent no frames. Associated with each ARP is a routing table known as the
G ) ARP cache. This contains a list of the IP/MAC address-pairs of those hosts
with which host A has recently communicated and, when the host is first
switched 6n; it contains 1o €ntries. First we shall explain the steps taken by
the ARP in host A to send a datagram to another host on the same LAN -
@ host B — and then to a host on a different LAN via the gateway.
() On receipt of the first datagram from the IP in host A, the ARP in A reads
the destination 1P address of B contained in the datagram header and deter-
mines it is not in its cache. Hence it broadcasts an ARP request message in 43
broadcast frame over the LAN and waits for a reply. The request message con{
tains both its own IP/MAC address-pair and the (target) IP address of the
destination, host B. Being a broadcast frame this is received by the ARP in allL
hosts attached to the LAN.
@ The ARP in host B recognizes its own IP address in the request message
d proceeds to prM’ﬁmmmmer the address-pair of
the source is within its own cache and, if not, enters them. This is done since
it is highly probable that the destination host will require the MAC address of
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the source when the higher-layer protocol responds to t e message contained
within the datagram payload. The ARP in host B then by returning
an ARP reply message (containing its own n MAC addzess) to the ARP in host A

using the latter's MAC address contained in the request message. On i
of the reply message, the ARP in host A first makes an entry of the requested
IP/MAC address-pair in its own cache and then passes the waiting datagram _
to either-the LLC sublayer (if one is present) or (if not) to the MAC sublayer

together with the MAC address of host B which indicates where it should be

Iy

sent. At B the datagram is passed directly to the IP for processing. )
Being on the same broadcast network as all the site hosts, the ﬁpoﬂ

of the gateway receives a  copy. of all broadcast frames containing ARP request
and reply messages. On receipt of each message, the ARP first checks to see if
1t has the IP/MAC address-pair(s) contamed in the message in its cache and,

pair of all the hosts that are attached to the site LAN.

To send a datagram from, say, host A to a host on a different LAN —_and
hence netid — the ARP in A broadcasts the request message as before. In this
case, however, on receipt of the message, the gate@ determines that the
netid part of the destination IP address relates to T different network and
responds by returning a reply message containing its own address-pair. Hence

@ A 'makesamrentry of this in'its ciche and proceeds to-forward the-datagram to
the gateway as if it was the destination host. The gateway then forwards the
datagram/packet over the Intérnet using one of the global internetwork
routing protocols we shall describe later in Section 9.6. The ARP in the gate-

way is known as a proxy ARP since it is acting as an agent for the ARP in the
destination host. v_‘“@—_”—g-—_g
is>When the gateway receives the response packet from the destination
Ost, it reads the destination IP address from the header - host A - and
obtains from its cache the MAC address of A. It then transfers the packet to
the IP in A using the services provided by the MAC sublayer. A similar proce-
dure is followed for bridged LLANs and for router-based LANs except that
with the latter, the ARP in the subnet router that is connected to the same
subnet as the source host acts as the proxy ARP. Also, in order to allow for
hosts to change their network point of attachments, entries in the ARP cache
timeout after a predefined time interval.

9.5.2 RARP

As we indicated at the start of the last section, normally the IP/ MAC address-

pair of a host is stored in the configuration file of the host_ on its hard dlsk

With diskless hosts, clearly this is not possible and hence the only address that

@ is kiiown is the MAC address of the MAC chipset. In such cases, therefore, the
alternative reverse address resolution protoc—] (RARP) is used.

The server associated with a set of diskléss hosts has a copy of the

(? | IP/MAC gi_d_d_r_g:sis_-p_gllr_v_gf_all_phg_hgs,ts_l_Lserves in a configuration file, When a
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@

diskless host first comes into service, it broadcasts a RARP request message

containing the MAC address of the host ontp its local LAN se segment. Being a
broadcast, the server receives this and, on on determining it is a RARP message,
the MAC/LLC sublayer passes the message to the RARP. The latter first uses
the Mﬁg/a(_ldmssmhlnthQbmn_nhsurelatele address from the configu-
ration file and then proceeds to create a RARP reply m e containing the
IP address of the host and also its own addgg:_SS—palr The server then sends the

reply Triessage back to the host and, once its own address-pair is known, the
ARP in the diskless host can proceed as before. .~

ARP/RARP message formats and transmission

As we show in Figure 9.8(a), the format of the ARP and RARF request and
reply messages are the same both having a fixed length of 28 bytes, Note that
the term “hardware address” is used to refer to a MAC address and “target”
the recipient of a request.

The hardware type field specifies the type of hardware (MAC) address con-
tained within the message, for example 0001 (hex) in the case of an
Ethernet. The ARP and RARP can be used with other network protocols (as
well as the IP) and the protocol type indicates the type of network address being
resolved; for example, 0800 (hex) is used for IP addresses. The HLEN and
PLEN fields specify the size in bytes of the hardware (MAC) and protocol (IP)
address lengths respectively, for example 06 (hex) for an Ethernet and 04
(hex) for the IP. The operation field indicates whether the message (resolution
operation) is an ARP request (0001} or reply (0002) or a RARP request
(0003) or reply (0004),

The next four fields specify the hardware (MAC)/IP address-pair of the
sender (source) and the target (destination). For example, in an ARP request
message just the address-pair of the sender is used while in the reply message
all four addresses are used.

As we indicated in the introduction, both the ARP and RARP are integral
parts of IP inasmuch as, once the MAC address relating to an IP address is
present in the ARP cache, the IP can use this to initiate the transmission of a
datagram to its intended recipient directly. Hence, as we can deduce from
Figure 9.2, on receipt of a frame, the receiving MAC/LLC sublayer must be
able to determine to which protocol the frame contents should be sent: IP,
ARP, or RARP. To achieve this, when each of the protocols passes a mes-
sage/datagram to the LLC/MAC sublayer for transmission, in addition to the
MAC address of the intended recipient, it specifies the name of the {peer)
protocol in the destination (IP/ARP/RARP) to whxch the message/datagram
should be passed.

As we show in Figure 9.8(b), this is specified in a two-byte type field which
immediately precedes the message/datagram in the user data field of the
MAC frame. As we explained in Section 8.8.3, normally, the LLC sublayer is
not used with the original Ethernet MAC standard and hence the fype field
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{a)

Bit ordler —= 1 8i¢ 16

{b)

Ethernet:

IEEE 802.3: [

HLEN = Hardware address length
PLEN = IP address length
Operation = 1 ARP request

= 2 ARP response

= 3 RARP request

= 4 RARP response

6 2 46-1500 4 - Bytes

o] 2 o] 2 38-1492 4

Type = frame type = 0800 (hex] = IPv4 datagram
0806 = ARP request/reply message
8035 = RARP request/reply message

Figure 9.8 ARP and RARP message formats and transmission: (a) ARP and RARP message
formats; (b) MAC frame format with Ethernet and IEEE802.3.

immediately follows the MAC source address (SA). With the more recent [EEE
302.3 MAC standard, however, the LLC sublayer is present and hence the type
field immediately follows the 6 bytes required for the LLC protocol. However,
the maximum frame length associated with the 802.3 standard (1500 bytes)
means that the length indicator value in the header is always different from
the three type field values. Hence the receiving MAC sublayer can readily
determine which of the two standards is being used and, therefore, where the
type field is located. With a token ring LAN, since there is only one standard,
this problem does not arise.
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Example 9.3

9.6

Routing algorithms

The Internet comprises many thousands of access networks that are geo-
graphically distributed around the world. As a result, the global internetwork
used Lo interconnect the gateways associated with these (access) networks is
not a single network as such but rather a collection of different types of net-

work that have evolved over the lifetime of the Internet. The general

architecture of the Internet is shown in Figure 9.9.

As we can see, the various networks making up the Internet global inter-
network we showed earlier in Figure 9.1 are in a hierarchical structure. At the
highest level, each continent has its own continental backbone network. This
comprises a geographically distributed set of very high throughput routers
which are interconnected by very high bit rate lines leased from one or more
network providers. The continental backbones are then interconnected
together by means of a core backbone network consisting of a small number
of very high throughput (intercontinental) routers and leased lines.

At the second level, attached to all of the other routets in each continen-
tal backbone are a number of regional and national networks and, in some
instances, large internetworks. In general, these also consist of a geographi-
cally distributed set of high throughput routers interconnected by high bit
rate leased lines. Because of the historical evolution of the Internet, however,
in addition, there are a number of legacy networks that operate using a dif-
ferent protocol stack from TCP/TP.
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e mn o - The gloal Intermet N »

Access netwerks

et Glabel internetwork -

Regional / national retworks /infernetworks

Continental backbones
-~ ) et ; Core backbone —iwle % et / -

International

Iinks

(P = Internet roulers
A = nccess network gateways

= hosts

Figure 9.9 General architecture of the global Internet.
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The various types of access networks — site/campus LANs, ISP networks,
enterprise networks — are then attached to one of the regional or national
networks/internetworks by means of either an IP access network gateway or,
if the access network uses a different protocol stack from TCP/IP, a multipro-
tocol gateway.

All routing within the total global internetwork is carried out by the IP in
each router using the netid part of the destination IP address in each data-
gram header. In practice, as we shall see in the following subsections, there
are only a small number of different routing algorithms used and, in order to
explain their principle of operation, we shall use the simple internetwork
topology shown in Figure 9.10.

As we can see, each of the routers in the interconnection network has a
number of access networks attached to it by means of (access) gateways. We
assume that each access network is a site/campus LAN with a single netid and
that the ARP in each host is used to carry out routing within the access net-
work. Hence, as we explained in Section 9.5.1, the ARP in each gateway acts
as an agent (proxy ARP) on behalf of all hosts at the site/campus to relay
packets to and from the interconnection network.

The interconnection network itself comprises four routers (R1 — R4) that
are interconnected by, say, leased lines. For description purposes, each line
has a pair of numbers associated with it. The first we shall use as a line ident-
fier and the second is what is referred to as the cost of the line. For example,
the cost could be based on the line bit rate and, normatly, the higher the line

Netid 2 Nelid 3

inferconnection network
Host

Access network
{e.g. site/campus LAN|]

Netid 1 Netid4

Host

R = router G = gceess goteway

Figure 9.10 Example internetwork topology.



586

Chapter 9 The Internet

9.6.1

bit rate the lower the cost value. As we shall see, the cost value associated with
each line is used during the routing of datagrams/packets and hence is also
known as a routing metric. The cost of a route/path through the intercon-
nection network is determined by summing together the cost value associated
with each line that makes up the path. This is known as the path cost and,
when different paths between two routers are available, the path with the
least path cost value is known as the shortest path. Other metrics used in rela-
tion to the computation of the shortest paths are¢ based on the physical length
- and hence propagation delay — of each line, the number of lines (hops} in
the route (hop count), and the mean queuing delay within each router asso-
ciated with a line. :

Let us assume that host A on netid 1 wants to send a datagram to host B
on netid 3. As we saw in Section 9.5.1, on determining that the destination
netid in the datagram header is for a different netid from its own, gateway G1
forwards the datagram to router Rl over the connecting line/link. On
receipt of the datagram, Rl proceeds to forward it first to R3 over the inter-
connectjon network and then to G3. At this point, the IP in G3 knows how to
route the datagram to host B using the hostid part of the destination IP
address and the related MAC address of B in its ARP cache. What we do not
know, is how the datagram is routed across the interconnection network.

There are three unanswered questions involved:

(1) How does R1 know from the netid contained within the destination IP
address that the destination router is R3?

(2) How does R1 know the shortest path route to be followed through the
interconnection network to R3¢

(3) How does R3 know how to relay the datagram to G3 instead of one of the
other gateways that is attached to it?

In relation to the last point, we can accept that a simple protocol can be
used to enable each gateway to inform the router to which it is attached, the
netid of the access network. The first two points, however, are both parts of
the routing algorithm associated with the interconnection network. There
are a number of different algorithms that can be used and we shall describe a
selection of them in the following subsections. Note that when discussing
routing algorithms, the more general term “packet” is used.

Static routing

With this type of routing, the outgoing line to be used to reach all netids is
loaded into the routing table of each router when it is first brought into ser-
vice. As an example, we show the routing table for each of the four routers in
the example internet in Figure 9.11(b). To avoid unnecessary repetition, we
assume only one gateway/netid is attached to each router.
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te) ‘ «— Gateway,/netid
3,2 =& line identifier, cost
(b) r1: R2: R3: R4:
Nelid | Line Netid | Line Netid | Lline Netid | Line

1 Li ] 1 1 2 1 4
2 1 2 L1 2 2 2 5
3 1 3 2 3 L 3 3.5
4 4 4 5 4 3,2 4 L1

Figure 9.11 Static routing: (a) internet topology; (b) routing table entries.

To route a packet from a host attached to, say, netid 1 to another that is
attached to netid 3, on receipt of the packet, R1 consults its routing table and
determines it should forward the packet on line 1. Similarly, on receipt of the
packet, R2 determines it should be forwarded on line 2. Finally, R3 forwards
the packet to G3 and from there it is forwarded by G3 to the host specified in
the hostid part of the IP address.

As we show in the routing tables for routers R$ and R4, two alternative
lines are given for routing packets between these two routers. As we can deduce
from the cost values, both routes have the same path cost of 2, one using only
line $ and the other going via R2 and lines 2 and 5. Clearly, however, if a
second routing metric of, say, distance was used, then the second path would
be longer and hence only a'single path would be present. For this reason, more
than one metric is sometimes used and the choice of path is then based on the
information contained within the related set of routing tables.

We can also make a second observation from this set of routing tables;
that is, to go from R1 to R3, the shortest path is via R2 using lines 1 and 2.
Also, when we look at the routing table for R2, the shortest path from R2 to
RS is also line 2. More generally, if the shortest path between two routers, A
and C, is via an intermediate router B, then the shortest path fromBto Cis
along the same path. This is known as the optimality principle and it follows
from this that each router along the shortest path need only know the iden-
tity of its immediate neighbor along the path. The routing operation is
known, therefore, as next-hop routing or hop-by-hop routing.
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The disadvantage of static routing is that all the routing table entries may
need to be changed whenever a line is upgraded or a niew line is added. Also,
should a line or router develop a fault, when the fault is reported, the routing
tables in all affected routers need to be changed. For these reasons, static routing
is inappropriate for a large, continuouslychanging network like the Internet.

9.6.2 Flooding:

To explain the operation of the flooding algorithm, we return to Figure 5.10
and again assume we are sending a datagram from host A to host B. The steps
followed are summarized in Figure 9.12.

Host 8

15t broadcast —m

2nd broadcast —m-

3rd broadcast ——m-

Limit value reached

Figure 9.12 Flooding example.
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On receipt of the packet from G1, R1 sends a copy of it over both lines 1
and 4. Similarly, on receipt of their copy of the packet, routers R2 and R4
determine from the netid within it that the packet is not for one of their own
networks and hence proceed to forward a copy of the packet onto lines 2 and
5 (R2) and lines 5 and 3 (R4). However, since line 2 has a higher bit rate -
lower cost value — than line 3, the copy of the packet from R2 will arrive at R3
first and, on determining it is addressed to one of its own netids, R3 forwards
the packet to G3. Additional copies of the packet will then be received by R3
but, remembering that each copy will have the same value in the identifier
field, these can be detected as duplicates and discarded by R3.

In order to limit the number of copies of the packet that are produced, a
limit is set on the number of times each copy of the packet is forwarded. In
the example, it is assumed that a limit value of 3 has been placed in the time-
to-live field of the packet header by Rl. Prior to forwarding copies of the
packet, the limit value is decremented by 1 by the recipient router and only if
this is above zero are further copies forwarded.

As we can deduce from the figure, the flooding algorithm ensures that
the first copy of the packet flows along the shortest path and hence is
received in the shortest time. Also, should a line or router fail, providing an
alternative path is available, a copy of each packet should always be received.
Flooding, therefore, is an example of an adaptive - also known as dynamic -
routing algorithm. Nevertheless, as we can see from this simple example,
even with a limit of three hops, the packet is transmitted 10 times. This com-
pares with just two transmissions using the shortest path. Hence the very
heavy bandwidth overheads associated with flooding means that it is inappro-
priate for use with the large networks that make up the Internet.

Distance vector routing

The distance vector algorithm is a distributed algorithm that enables each
router to build up a routing table (the vector) that contains the path cost
(the distance) to reach all the netids in the internetwork.

Initially, each router knows only the identity of, firstly, the netids of the
networks that are attached to it — through gateways — and their related local
line numbers, and secondly, the identity of the lines - and their cost - that
form direct links to other routers. Normally, this information is either
entered by network management or by the exchange of configuration mes-
sages with the other routers when each router is first brought into service.
The information is held in a table known as a connectivity or adjacency table
and the contents of the four tables for our example internetwork, together
with the contents of the initial routing table for each router, are shown in
Figure 9.13(a).

In order for each router to build up its complete routing table — contain-
ing the minimum distance (shortest path) to reach all netids - at predefined
time intervals, each router first adds the known cost of the lines that connect
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g -«—— Gatewoy/ nefid

3, 2 -e— line identifier, cost

Connectivity/ adjacency tables:

R3: R [, C R2: R [, C R3: R L, C g4: R ,C
G1/Netidl 1 L1,0 RI 1,2 RZ 2,1 R1 4, 2
R2 1,2 G2/Netid2 | 11,0 G3/MNetid3 | 11,0 R2 51
R4 4,2 R3 2,1 R4 3,2 R3 3,2
R4 5,1 G4/Netid4d | 11,0

Inifial souting fables:
R1: Netid R, D R2: Netid R, D R3: Netid R, D R4: Netid R, D
1 R1,0 2 R2, 0 3 k3,0 4 R4, 0

(b)

R2\ R4 R]gi/lm RE\ R4 R1 R2 R3
R1: MNetid R, D R2: Netid R T R3: Netid R, D R4: Netid R.D
1 R1,0 ! R1, 2 2 RZ, 1 1 R1, 2
2 R2, 2 2 R2, 0 3 R3, O 2 R2, 1
4 R4, 2 3 R3, 1 4 R4, 2 3 K3, 2
4 R4, 1 4 g4,0
R2 /R4 RlQi/Rd R2 R4 Rt RZ2 R3
RY: Netid R, D R2: Netid R, D R3: Netid R, D R4: Netid R, D
1 R1, 0 1 R1, 2 i R2, 3 1 R, 2
2 R2, 2 2 R2, O 2 R2, 1 2 RZ, 1
3 R2,'3 3 R3, 1 3 R3, 0 3 R3, 2
4 R4, 2 4 R4.1 4 R4, 2 4 R4, 0

Figure 9.13 Distance vector algorithm: (a) internet topology and initial tables; (b) derivation
of final routing tahles.
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the router to its neighbors to the current distance values in its own routing
table and forwards a copy of the related updated table to each of its neigh-
bors. Then, based on the information received, if a reported distance is less
than a current entry, each router proceeds to update its own routing table
with the reported distance. The same procedure then repeats with the
updated table contents. This procedure repeats for a defined number of iter-
ations after which, each router has determined the path with the minimum
distance to be followed to reach all netids.

As an example, the build-up of the final routing table for each of the four
routers in our example internetwork is shown in Figure 9.13(b). To avoid
repetition, we assume that only a single gateway/netid is attached to each
router and, as we can see, for this simple internet the contents of each rout-
ing table are complete after just two routing table updates.

In the case of R1, this receives the updated contents of the routing tables
held by R2 and R4. Hence after Rl receives the first set of updated tables
from them, it determines that the shortest path to reach netid 2 has a dis-
tance of 2 via R2 and, to reach netid 4, the distance is 2 via R4. At the same
time, R2 and R4 have themselves received update information from their own
neighbors and, as a result, on receipt of the second set of updated tables from
them, R1 determines that the shortest path to reach netid 3 has a distance of
3 via R2. Note that with the distance vector algorithm an entry is updated
only if a new distance value is less than the current value. Also, that routes
with equal path cost values are discarded.

The final routing table of each router contains the next-hop router and
the corresponding distance (path cost) value to reach all of the netids in the
internetwork. Hence to route a packet, the netid is first obtained from the
destination IP address in the packet header and the identity of the nexthop
router read from the routing table. The corresponding line number on
which the packet is forwarded is then obtained from the connectivity table.

To ensure that each table entry reflects the current active topology of the
internet, each entry has an associated timer and, if an entry is not confirmed
within a defined time, then it is timed-out. This means that each router trans-
mits the contents of its complete routing table at regular intervals which,
typically, is every 30 seconds. Again, for a small internet this is not a problem
but for a large internet like the Internet, the bandwidth and processing over-
heads associated with the distance vector algorithm can become very high.
Also, since entries are updated in the order in which they are received and
paths of equal distance/cost are discarded, routers may have dissimilar routes
to the same destination. As a result, packets addressed to certain destinations
may loop rather than going directly to the desired router/gateway.
Nevertheless, the routing information protocol (RIP) which uses the distance
vector routing algorithm is still widely used in many of the individual net-
works that make up the Internet. :
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9.6.4 Link-state shortest-path-first routing

As the name implies, this type of routing is based on two algorithms: link-state
(LS) and shortest-path-first (SPF). The link-state algorithm is used to enable
each router to determine the current (active) topology of the internet and
the cost associated with each line/link. Then, once the topology is known,
each router runs (independently) the shortest-path-first algorithm to deter-
mine the shortest path from itself to all the other routers in the internet.

Link-state algorithm

As with the distance vector algorithm, initially, each router knows only its own
connectivity/adjacency information and, as an example, the table entries for
our example internet are repeated in Figure 9.14(a). The link-state algorithm
is then run and the build-up of the internet topology by Rl is shown in
Figure 9.14(b).

Initially, based on the information R1 has in its own connectivity table,
the (incomplete) topology is as shown in (i). At regular intervals, each router
broadcasts a link-state message, containing the router’s identity and its associ-
ated connectivity information, to each of its immediate neighbors. Hence in
the example, we assume that R2 is the first to send its own connectivity infor-
mation to'R1 and this enables R1 to expand its knowledge of the topology to
that shown in (ii). This is followed by the connectivity information of R4
which enables R1 to expand its knowledge of the topology to that shown in
(iii}. Concurrenty with this happening, the same procedure will have been
carried out by all of the other routers. Hence in our example internet, R2
and R4 will have received the connectivity information of R3. After this has
been received, therefore, R2 and R4 relay this information on to R1 in a
second set of link-state messages and this enables R1 to complete the picture
of the active topology (iv). Also, since each router has carried out the same
procedure, each will have derived the current active topology and, in addi-

‘tion, determined the identity of the router to which each netid is attached. At

this point, each router runs the shortest-path-first algorithm to determine the
shortest path from itself to all the other routers. In practice, there are a
number of algorithms that can be used to find the shortest path but we shall
restrict our discussion to the Dijkstra algorithm.

Dijkstra shortest-path-first algorithm

We shall explain the Dijkstra algorithm in relation to our example internet
topology. This is shown in Figure 9.15(a) together with the cost of the lines
that link the routers together. The sequence of steps followed by R1 to derive
the shortcst paths to reach the other three routers is shown in Figure 9.15(b).

Shown in parentheses alongside each of the other routers is the aggre-
gate cost from that router back to the source via the router indicated. Hence
an entry of (4,R4) means that the cost of the path back to R1 is 4 via R4.
Initially, only the path cost of those routers that are directly connected to Rl
are known (R2 and R4) and those not directly connected (R3) are marked
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(a)
Connectivity/odjacency tobles:
RY: R L C R2: R L, C R3: R t, C R4: R L C
G1/Netid! | 11,0 R1 1,2 R2 2,1 RY 4,2
R2 1,2 G2/Netid2 | 11,0 G3/Netid3 | 11,0 R2 51
R4 4,2 R3 2,1 R4 32 R3 3,2
R4 51 G4/Nefigd | 11,0
(b)
Topology buildup by R1:
(i} Inifial:
2
2
0
(i) After connectivity information from R2:
{i#i) After connectivity information from R4:
{iv) After connectivity information from R3 via R2:
G/Netd R
G1/1 R1
G2/2 R2
" G3/3 R3
G4/4 R4

Figure 9.14 Link state algorithm: (a) initial connectivity/adjacency tables; (b) derivation of
active topology and netid location.
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(a)
() (i)
Cost is set fo == because it is unknown at this stage
Cost is 2 to get back to R1 via she direct line linking
it to R
(i)
~ Cost values back to R1 via R4
(i) \
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Figure 9.15 Dijkstra algorithm: (a) initial topology; (b) derivation of
shortest paths from R1 to each other router.
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‘with an infinite path cost value. Also, until a cost value is known to be the
minimum cost, it is said to be tentative and only when the cost value is con-
firmed as the minimum value is it said to be permanent. The router is then
shown in bold.

Initially, since R1 is the source it is shown in bold and the path costs back to
R1 from the two directly connected routers (R2 and R4) are shown equal to the
respective line costs (i}. Hence R2, for exampje, has an entry of (2,R1) indicat-
ing the cost is 2 to get back to R1 via the direct line linking it to R1. Also, since
R3 is not connected directly to R1, it is shown with a path cost of infinity.

Once this has been done, the next step (ii) is to choose the router with
the minimum path cost value from ali the remaining routers that are still ten-
tative. Hence in our example, the choice is between R2 and R4 - since both
are tentative and have a path cost value of 2 — and, arbitrarily, we have chosen
R4. This is now marked permanent and the new set of aggregate path cost
values via R4 are computed. For example, the cost of the path from R2 to R1
via R4 is 3 (1 from R2 to R4 plus 2 from R4 to R1) but, since this is greater
than the current cost of 2, this is ignored. In the case of R3, however, the cost
of 4 via R4 is less than the current value of infinity and hence (4,R4) replaces
the current entry.

The router with the minimurm path cost value is again chosen from those
that remain tentative and, since R2 has a path cost of 2, this is marked perma-
nent and the new path costs to R1 via RZ are computed (iii}. As we can see,
the path cost from R3 to Rl via R2 is only 3 and hence an entry of (3,R2)
replaces the current e'ntry of (4,R4). Finally (iv), R3 is made permanent as it
is the only remaining router that is still tentative and, now that the minimum
path costs from each of the other routers back to R1 are known, the routing
table for R1 is complete.

In Figure 9.16 we show the same procedure applied first with R2 as the
source — part (a) — then with R3 -~ part (b) - and finally with R4 - part (c).
From these derivations we can make some observations about the algorithm:

@ The derived shortest path routes adhere to the optimality principle.

@ If the computed path costs associated with two or more tentative routers
are the same, then an arbitrary selection can be made as to which is
made permanent.

m If the computed aggregate path cost from a (tentative) router to the
source via a different router is the same as that via another router, then
both can be retained. The choice of route is then arbitrary and load
sharing becomes possible.

Datagram routing procedures

The routing of a datagram involves a combination of both link-state tables —
one containing the location of all netids and the other the connectivity
information — and the derived set of shortest-path routing tables. These are
used in slightly different ways depending on the choice of routing method,



596 | Chapter 9 The Internet

{a)
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R? local, O
R3 R3, i
R4 R4, 1
(b)
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R1 R1, 2
RZ R2, 1
R3 R3/R2, 2
R4 local, ©
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Figure 9.16 Shortest path derivations: (a) by R2; (b) by R3; (c) by R4.

hop-by-hop routing or source routing. We shall explain the procedure fol-
lowed with each method using the example of a host attached to netid 1
sending a datagram/packet to a host attached to netid 3.

The procedure followed with hop-by-hop routing is summarized in
Figure 9.17(a}. Using this method, each router computes only its own routing
table contents and uses this together with the contents of its own connectivity
table. On receipt of the packet from gateway G1, router R1 obtains the netid
from the destination IP address in the packet header - netid 3 - and uses its
copy of the link-state table to determine that this is reached via router R3. It
then determines from the contents of its routing table that the next-hop
router on the shortest path to R3 is R2 and hence proceeds to forward the
packet to R2 over the line indicated in its connectivity table, line 1.

The same procedure is repeated by router R2 - using its own link-state,
routing, and connectivity tables — to forward the packet to R3 over line 2.
Finally, on receipt of the packet, R3 determines from its own tables that the
packet is addressed to netid 3 and that this is attached to one of its local lines,
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p—

. Datagrom received by R1 from G1 on line L]

2. R1 uses its set of routing tables to determine the least path cost is via routers R2, R3, and writes this list into an options
field in the datagram header.

3. R1 uses ils own connectivity table fo forward the packet to the first router in the list, R2, using line 1.

\

4. On receipt of the packet, R2 reads the second router from the list, R3, and uses its own connectivity table 1o forword
the packet on line 2.

5. On receipt of the packet, R3 determines it is for one of its local galeways and uses its own conneclivity table to forword
the packet to G3 on fine L1.

Figure 9.17 LS-SPF routing examples:' (a) hop-by-hop routing; (h) source routing.

L1. The packet is then forwarded to the attached gateway and from there to
the destination host.

The procedure followed with source routing is summarized in
Figure 9.17(b). Using this method, once all the routers have built up a pic-
ture of the current active topology using the link-state algorithm, they each
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compute the complete set of four routing tables. Then, on receipt of a packet
from one of its attached gateways — Gl in the example - the source router -
R1 — uses the set of tables to determine the list of routers that form the short-
est path to the intended destination — R2 and R3. The list is then inserted
into an options field of the datagram header by Rl and the packet forwarded
to the first router in the path, R2, using the corresponding line number
obtained from R1's own connectivity table, line 1.

On receipt of the packet, R2 reads from the options field the identity of
the next router along the path, R3, and uses its own connectivity table to
determine the line the packet should be forwarded on, line 2. On receipt of
the packet, R3 determines it is intended for one of its local gateways and uses
its own connectivity table to determine the packet should be forwarded to
gateway G3 on line L1.

Additional comments

Although in the various examples, internet-wide identifiers have been used to
identify each of the lines in the example internet topology, this has been
done to simplify the related descriptions. In practice, as we can deduce from
the description of the LS-SPF algorithm the line identifiers associated with
each router have only local significance and, since these are part of the
router's configuration information, normally, a different set of line identifiers
is used by each rouater.

In our discussion of the link-state algorithm, we assumed that the trans-
mission of the link-state messages was reliable and that none was lost as a
result of transmission errors. Clearly, should a link-state message be cor-
rupted, then the routing tables in each router may be inconsistent and,
amongst other things, cause packets to loop. To overcome this, each link-state
message, in addition to the identity of the router that created the message
and its associated connectivity information, also contains a sequence number
and z timeout value. As we have mentioned, link=state information is distrib-
uted by each router relaying a copy of the messages it receives from each of
its neighbors on to its other neighbors. Hence to avoid messages being
relayed unnecessarily, when each new message it created — at defined time
intervals - it is assigned a sequence number equal to the previous number
plus one. Each router then keeps a record of the sequence number con-
tained within the last message it received from each of the other routers and
only if a new message is received — that is, one with a higher sequence
number - is a copy forwarded to its other neighbors. In addition, the associ-
ated timeout value in each message is decremented by each router and,
should this reach zero, the received message is discarded.

Although in the simple example we used to describe the LS-SPF aigo-
rithm only a single routing metric (cost value) was used, multiple metrics can
be used. In such cases, therefore, there may be a different shortest path
between each pair of routers for each metric. Although this leads to
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additional computation overheads, the choice of path can then be made
dependent on the type of information contained within the datagram being
routed. For example, for real-time information such as digitized speech, the
choice of path may be based on minimum delay rather than bit rate.

As we can deduce from the description of the distance vector algorithm
in Section 9.6.3, for large internets, the amount of routing information
passed between routers is substantial and, in the limit, involves each router
transferring the contents of its complete routing table at regular intervals. In
contrast, the link-state shortest-path-first algorithm involves only the transfer
of the link-state iriformation of each router. Hence it is far more efficient in
terms of the amount of bandwidth that is utilized for routing updates. It is for
this reason, that the LS-SPF algorithm is now the preferred algorithm. The
protocol based on this is known as the open shortest path first (OSPF) rout-
ing protocol and, as we showed earlier in Figure 9.2, this forms an integral
part of the IP,

Hierarchical routing

As we showed earlier in Figure 9.9 and explained in the accompanying text,
the Internet is made up of a large number of separately managed
networks/internetworks that are interconnected together by means of a global
backbone network. Each separate network/internetwork is treated as an
autonomous system (AS) — with its own internal routing algorithm and man-
agement authority — and is assigned a2 number to identify it within the context
of the total Internet. The general architecture is shown in Figure 9.18(a)
together with some (very much simplified) autonomous system topologies.

To discriminate between the routers used within the various types of net-
work, the following terminology is used:

B subnet router: this is a router that operates entirely within a single
network when subnetting is being used;

B access gateway: this is used to connect an access network to an interior
gateway,

B interior gateway: this is a router that is used to interconnect the networks
within an autonomous system (typically a regional or national network);

B exterior gateway: this is a router that is used to connect an autonomous
system to the core backbone network.

The various routing protocols associated with the Internet are identified
in Figure 9.18(b). The routing protocol used by the interior gateways within a
single autonomous system is known as an interior gateway protocol (IGP)
and that used by the exterior gateways within the backbone network an exte-
rior gateway protocol (EGP). Since the Internet consists of an interconnected
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Figure 9.18 Hierarchical routing over the Internet: (a) generalized architecture and
terminoiogy; (b) associated routing protocol terminology.

set of networks and internetworks, many of which have evolved over a rela-
tively long period of time, each autonomous system may have a different
IGP. Examples are the RIP and the OSPF the principles of which we
described in the previous two sections. The EGP, however, as it must be, is an
Internet-wide standard.
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To reflect the different types of routing protocols involved, the total rout-
ing information is organized hierarchically:

® Hosts maintain sufficient rouring information to enable them to forward
packets directly to other hosts on the same network, a subnet router
(if subnetting is being used), and to an access gateway.

B Subnet routers maintain sufficient routing information to enable them
to forward packets to other subnet routers (belonging to the same
network) or to the network access gateway.

m Interior gateways maintain sufficient routing information to forward
packets to their own access gateways and to other interior and exterior
gateways within the same autonomous system.

m Exterior gateways maintain sufficient routing information to forward
packets to an interior gateway (if the packet is for the autonomous system
to which it is attached) or to another exterior gateway if it is not.

An example protocol used by hosts to route packets to other hosts (and
an access gateway) that are attached to the same network is the ARP we
described earlier in Section 9.5. Subnet routers are used when a network is
divided up into subnets to interconnect the various subnets together. Hence
they operate in a similar way to interior gateways — and use similar routing
protocols — except that all routing within the network is carried out using the
subnet address within the hostid part of the destination IP address rather
than the netid part. As we indicated earlier, the interior gateway routing pro-
tocol can vary from one autonomous system to another. Example protocols
are the RIP (based on the distance vector algorithm which we described in
Section 9.6.3) and the OSPF (based on the link-state shortest-path-first (LS
SPF) algorithm we described in Section 9.6.4). In this section, we shall
describe the standard exterior gateway protocol known as the border gateway
protocol (BGP).

Border gateway protocol

The management authority associated with each autonomous system nomi-
nates one or more gateways to function as exterior gateways for that system.
Within the autonomous system, these communicate with the other interior
gateways using the interior gateway protocol for that system. Each exterior
gateway, through its local routing table, knows about the netids within that
system and their distances from that gateway. The contents of the routing
table are built up in the same way as the interior gateways of the autonomous
system to which it is attached.

When each exterior gateway is first initialized, it is given the unique iden-
tity of the autonomous system to which it is attached and the contents ofa
connectivity table. This is known as the reachability table and enables the
gateway to communicate with all the other exterior gateways to which it hasa
direct link. The BGP in each exterior gateway then makes contact with the
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BGP in other selected exterior gateways to exchange routing information
with them. This routing information consists of the list of netids within the
corresponding autonomous system together with their distances and routes
from the reporting exterior gateway. This information is used by a sending
gateway to select the best exterior gateway for forwarding datagrams to a par-
ticular netid and hence autonomous system.

The three main functions associated with the BGP are as follows:

B neighbor acquisition and termination,
B neighbor reachability,
8 routing update.

Each function operates using a request-response message exchange. The
messages associated with each function are shown in Table 9.1

Since each autonomous system is managed and run by a different author-
ity, before any routing information is exchanged, two exterior gateways
attached to different systems must first agree to exchange such information.
This is the role of the neighbor acquisition and termination procedure. When
two gateways agree to such an exchange, they are said to have become neigh-
bors. When a gateway first wants to exchange routing information, it sends an

Table 9.1 BGP message types that are exchanged by the BGP in
exterior gateways and their meaning

Function BGP message Meaning

-
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acquisition request message to the BGP in the appropriate gateway which then
returns either an acquisition confirm message or, if it does not want to accept
the request, an acquisition refuse message which includes a reason code.

Once a neighbor relationship has been established between two gateways
- and hence autonomous systems — they periodically confirm their relation-
ship. This is done either by exchanging specific messages - hello and
IL-heard-you — or by embedding confirmation into the header of normal rout-
ing information messages.

The actual exchange of routing information is carried out by one of the
gateways, which sends a poll request message to the other gateway asking it for
the list of networks {netids) that are reachable via that gateway and their dis-
tances from it. The response is a routing update message which contains the
requested information. Finally, if any request message is incorrect, an error
message is returned as a response with an appropriate reason code.

As with the other IP protocols, all the messages (PDUs) associated
with the BGP are carried in the user data field of an IP datagram. All BGP
messages have the same fixed header, the format of which is shown in
Figure 9.19.

The version field defines the version number of the BGP. The type and code
fields collectively define the type of message while the status field contains mes-
sage-dependent status information. The checksum, which is used as a safeguard
against the processing of erroneous messages, is the same as that used with IP.
The atitonomous system number is the assigned number of the autonomous
system to which the sending gateway is attached; the sequence number is used to
synchronize responses to their corresponding request message.

Neighbor reachability messages contain only a header with a type field of 5, a
code of 0 = hello, and a 1 = I-heari-you.

Neighbor acquisition messages have a type field of 3; the code number,
defines the specific message type. The hello interval specifies the frequency
with which hello messages should be sent; the poll interval performs the same
function for poll messages.

A poll message has a typefield of 2. The code field is used to piggyback the
neighbor reachability information: a code of 0 = hello and a code of 1 = I-
heard-you. The source network IP address in both the poll and the routing
update response messages indicates the network linking the two exterior
gateways. This allows the core network itself to consist of multiple networks
with an associated routing protocol.

The routing update message contains the list of networks (netids) that are
reachable via each gateway within the autonomous system arranged in dis-
tance order from the responding exterior gateway. As indicated, this enables
the requesting gateway to select the best exterior gateway through which to
send a packet for forwarding within an autonomous system. Note that to con-
serve space, each netid address is sent in three bytes (24 bits) only with the
most significant 8-bit hostid field missing. The latter is redundant for all [P
address class types.
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Figure 9.19 Border gateway protocol (BGP) message formats.
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9.6.6 Classless inter-domain routing

As we explained earlier in Section 9.4, each IP address is 32 bits in length and
is made up of a netid part and a hostid part. The allocation of netids is cen-
trally managed by the Internet Network Information Center and, in order to
utilize network addresses efficiently, the number of bits used for the netid
part varies. As we showed earlier in Figure 9.5, the number of bits is deter-
mined by the address class:

Class A: netid = 7 bits, hostid = 24 bits
Class B: netid = 14 bits, hostid = 16 bits
Class C: netid = 21 bits, hostid = B bits

In this way, the manager of a network with many attached hosts can be
allocated a class A address, one with a small number of hosts a class C
address, and the rest a class B address.

In practice, however, when requesting an IP address, most network man-
agers opted for a class B address since they considered a class C address with
just 256 hostids too small and a class A address with 22* hostids too large. Asa
result, even though there were plenty of netids available with class C
addresses, a shortage of class B addresses was predicted. To resolve this prob-
lem, an alternative type of routing (which essentially bypasses the fixed
divisions associated with each class) known as classless inter-domain routing
(CIDR) was introduced. It is defined in RFC 1519.

As we saw in Example 9.1, there are over 2 million class C addresses and
hence the primary aim of CIDR was to exploit their usage in a more effi-
cient way. To do this, with CIDR, instead of using the fixed netid/hostid
boundary associated with class C addresses, the boundary is made variable
and dependent on the number of attached hosts specified by the network
manager making a request. For example, if the manager of a new network
to be connected to the Internet estimates that the number of hosts may
grow to, say, 1000, then a contiguous block of 1024 (2'9) class C addresses
is allocated.

The alternative CIDR method was introduced relatively recently (post-
1996) and, by that time, the general Internet architecture had grown to that
we showed earlier in Figure 9.9. Hence in order to reduce the amount of
routing information exchanged by exterior gateways, it was decided to aban-
don the fixed netid/hostid boundary and instead introduce a hierarchical
structure that reflected this architecture. Remembering that all class C
addresses start with 110, the range of addresses available {in dotted decimal
form) is from:

192.0.0.0 through to 223.255.255.255
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Clearly, some of these addresses had already been allocated. Hence the
allocations to the networks in the different continents are as follows:

Europe: 194.0.0.0 through to 195.255.255.255
North America: 198.0.0.0 through to 199.255.255.255
Central and South America: 200.0.0.0 through to 201.255.255.255
Asia and the Pacific: 202.0.0.0 through to 203.255.255.255

The remainder of the addresses are held in reserve.

As we can deduce from these allocations, the first byte in the destination
IP address indicates the continental backbone to which it should be sent.
Hence the routing of packets across the global backbone network with
addresses that are in this format is relatively straightforward. For example,
any netid that contains 194 or 195 (in dotted decimal) as its first (dotted)
decimal number indicates the packet should be sent to the European back-
bone. However, the absence of a fixed division point in the remaining 24 bits
means that each router in the backbone must be informed of the related
netid/hostid boundary before it can route the datagram any further.

The approach adopted is similar to that we described earlier in Section
9.4.1 relating to subnetting. As we saw, with subnetting the hostid field4is-itself
divided into a subnetid part and a hostid part with no fixed boundary
between them. Instead, the division point is indicated by means of an address
mask which contains a binary 1 in all those bit positions that contain the sub-
netid (and netid) fields. In a similar way, an address mask is used to indicate
the boundary between the netid and hostid parts of the new class C
addresses. Each exterior gateway then contains a copy of the address mask of
each of the networks within the autonomous systems that are attached to it
together with the base address - the netid - of the corresponding network.

Example 9.4
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In this way, an exterior gateway, on receiving a packet, reads the destina-
tion IP address from the packet header and then performs the logical AND
operation on this and the list of address masks that it contains. On detecting
a match - that is, the resulting netid is the same as that stored with the corre-
sponding mask - the exterior gateway uses the netid and the related interior
gateway protocol to route the packet to the appropriate interior gateway.
The packet is then passed on to the related access network gateway by this
interior gateway.

As we can deduce from this, each interior gateway in the related
autonomous system must also contain a copy of the address masks of the net-
works within that system. Also, each access gateway has a copy of its own
address mask and, by using this, it first extracts the hostid from the destina-
tion IP address and then uses this to route the packet to that host.

Finally, as we can see from Example 9.4, it is possible for a number of
hosts associated with a network which has been allocated a large block of
addresses to produce a match with a mask relating to a network with a smaller
block of addresses. However, since all network masks are tested, this will be in
addition to the match relating to the mask with the smaller block of
addresses. Should this happen, then the mask with the smaller block of
addresses ~ and hence larger number of 1s in its address mask - is chosen as
the most probable match.

Example 9.5
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Host

9.6.7 Tunneling

In the previous sections we have assumed that all networks within the global
internetwork operate in a connectionless mode using the IP and its associ-
ated routing protocols. In practice, however, this is not always the case. As we
showed earlier in Figure 9.9 and explained in the accompanying text, the
Internet is made up of many separately managed networks and internetworks
which, in some instances, use a different operational mode and/or protocol
from the IP.

For example, consider a small enterprise consisting of two sites, both of
which have LANs that operate using the TCP/IP stack, but only one of the
sites has an access gateway connected to the Internet. Also, for cost reasons,
instead of using a leased line to connect the two site LANs together, a public
(or private) data network is used that operates in a connection-oriented
mode and with a different protocol from the IP. Clearly, it is not possible ta
transfer each IP datagram directly over the public data network and instead a
technique known as tunneling is used. Figure 9.20 illustrates this approach.

As we can see, in order to link the two sites together, a device known as a
multiprotocol router is connected to each site LAN. As the name implies, a
multi-protocol router operates using two different protocol stacks: the IP proto-
col stack on the site side and the protocol stack associated with the non-IP
network on the other. The IP in each host simply treats the multiprotocol

Non-P
network packet

IP datagram
e

Multiprotocol Muliprotocol Access
router router gateway

MNor-P Global

network internetwark

Figure 9.20 Tunneling example.
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router as the site Internet access gateway. To send and receive packets to and
from a host — a server for example — that is connected to the Internet, the IP
simply sends the packet to the multiprotocol router using, for example, the ARP.

Typically, the IP in the source router is given the (non-IP) network
address of the multiprotocol router at the remote site by network manage-
ment. On receipt of the packet, the IP in the source router, on determining
that the netid in the destination IP address is not for this site, looks up the
non-IP network address of the remote router and passes this, together with
the datagram, to the network layer protocol associated with the non-IP net-
work. The latter treats the datagram as user data and proceeds to transfer the
datagram to the peer network layer in the remote router using the protocol
stack of the non-IP network with the datagram encapsulated in a data packet
relating to the network layer protocol.

On receipt of the data packet by the peer network layer protocol in the
remote router, the user data — the datagram — contained within it is passed to
the IP. The IP first determines from the destination IP address that the
required host is not attached to the site LAN and hence proceeds to send the
packet to the IP in the Internet access gateway using, for example, the ARP. A
similar procedure is followed in the reverse dirzction to transfer the packets

‘containing the related reply message. Thus, the presence of the non-IP net-

work is transparent to the IP in each host and the access gateway.

In addition to using tunneling to transfer an IP packet over a non-IP net-
work, the same technique is used to send an IP packet over an IP network. As
we shall expand upon in Section 9.6.11, tunneling is used by an IP router to
relay a packet that contains a multicast destination address to a different
router that can handle multicast packets. Normally, the IP address of their
nearest multicast router is known by all the other routers and, on receipt of a
packet with a multicast address, the source router encapsulates the packet
within a new packet with the IP address of the multicast router as the destina-
tion IP address.

Broadcast routing

As we explained in the last chapter, LANs such as Ethernet and token ring
operate by a station/host broadcasting each frame over the LAN segment to
which it is attached. The frame is then received by all the other stations that
are attached to the same segment and, by examining the destination (MAC)
address in the frame header, the network interface software within each host
can decide whether to pass the frame contents on to the [P layer for further
processing or to discard the frame. A frame is accepted if the destination
MAGC address is the same as its own individual address, or is a broadcast
address, or is equal to one of the group addresses of which the station is a
member. For a bridged LAN, this mode of working is extended to cover the
total LAN by each bridge relaying all frames that contain either a broadcast
or a multicast address on to all the other LAN segments to which the bridge is
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attached. In this section we explain how broadcasting is achieved at the IP
layer and, in the next section, how multicasting is achieved.

As we identified in Section 9.4, there are a number of different types of
IP broadcast address:

m limited broadcast: this is used to send a copy of a packet to the IP in all
the hosts that are attached to the same LAN segment or bridged LAN.
To achieve this, the destination IP address is set to 255.255.255.255.255,
Neither subnet routers nor access gateways forward such packets;

B subnetdirected broadcast: this is used to send a copy of a packet to the
IP in all the hosts that are attached to the subnet specified in the
destination IP address. To achieve this, the subnet mask associated with
the subnet must be known and this is then used to determine the hostid
part and set all these bits to 1. Such packets are forwarded by subnet
routers but only if the destination netid is different from the source netid
are they forwarded by access gateways, interior gateways, and, if
necessary, exterior gateways;

m netdirected broadcast: this is used to send a copy of a packet to the IP in
all the hosts that are attached to the network specified in the netid part
of the destination IP address. Such packets are forwarded by subnet
routers but only if the destination netid is different from the source netid
are they forwarded by access gateways, interior gateways, and, if
necessary, exterior gateways.

Thus, a packet with a net-directed broadcast address whose destination
netid is different from the source netid may need to be forwarded across the
global internetwork. Since the destination netid is known, however, then the
datagram can be routed by interior - and if necessary exterior — gateways in
the same way as a packet with a unicast address. This also applies to a packet
with a subnet-directed broadcast address whose destination netid is different
from the source netid. Also, since with a subnet-directed broadcast address all
the subnet routers in both the source and destination networks have a copy
of the subnet mask, then they too can use the unicast routing algorithm asso-
ciated with the network to route the packet to the subnet router specified in
the IP address. The latter then broadcasts the packet over this subnet. With a
net-directed broadcast, however, this is not possible and the unanswered
question is how the packet is broadcast to all the subnets belonging to the
network specified in the netid part of the address.

One solution is to use flooding but, as we concluded at the end of Section
9.6.2, this has very high bandwidth overheads associated with it. Two alterna-
tive approaches are employed, the choice determined by the routing
algorithm that is used to route unicast packets over the network. For descrip-
tion purposes we shall use the example of a large site/campus network that
comprises a large number of subnets all interconnected by subnet routers.
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The aim of both algorithms is then for the arriving packet with a net-directed
broadcast address to be broadcast over all the subnets using a minimum
amount of bandwidth.

Reverse path forwarding

This algorithm is used primarily with networks that use the distance vector
(DV) algorithm to route unicast packets. To explain the operation of the
algorithm we use the network topology shown in Figure 9.21(a). We assume
that subnet router 1 (SR1) also acts as the (single) access gateway for the net-
work and that all subnets (SNs) are broadcast LANs.

Using the DV algorithm we explained in Section 9.6.3, in addition to
each subnet router deriving the shortest paths to each subnet, they can also
derive the shortest paths to reach each of the other subnet routers. To see
how this is done, the initial and final routing tables built up by each subnet
router (based on a routing metric of hop count) are shown in Figure 9.21(b).

Once the routing tables have been created, the reverse path forwarding
algorithm used to route (broadcast) packets works as follows. On receipt of a
packet/datagram, the IP in each subnet router (SR) consults its routing table
and only forwards a copy of it ~ onto each of the ports of the SR except the
port the packet arrived on ~ if the packet arrived from an SR that is on the
shortest path from SR1 to the SR that is processing the packet. If it is not,
then the packet is discarded. Based on this simple rule, the path followed by
each copy of an incoming packet is shown in Figure 9.21(c).

As we can see, on receipt of a packet, SR1 broadcasts a copy of it out onto
subnets SN1 and SN3. Hence a copy of the packet is received by the IP in SR2
and SR4 respectively. On receiving the packet, the IP in SR2 first consults its
routing table and determines from the (first) entry in the table that SN1 (from
which the packet was received) is on the shortest path back to SR1. Similarly,
when the IP in SR4 consults its routing table it also determines that SN3 (from
which the packet was received) is also on the shortest path back to SR1. Hence
both SR2 and SR4 are shown in bold in the figure and each proceeds to broad-
cast a copy of the packet, SR2 onto SN2 and SN4, and SR4 onto SN7.

After the second set of broadcasts, on receipt of its copy of the packet,
the IP in SR3 determines from its routing table that SN2 is on the shortest
path back to SR1. Similarly for the copy SRb receives from SR2 via SN4.
Hence both SR3 and SR5 are shown in bold and proceed to broadcast a copy
of the packet, SR3 onto SN5 and SN6, and SR5 onto SN5, SN7, and SNB8.
However, in the case of the packet received by SR5 from SR4 via SN7, SR5
determines that SN7 is not on the shortest path back to SR1. Hence SR5
along this path is not shown in bold and the arriving packet is discarded.

The same procedure is repeated by SR5 and SR6 after the third set of
broadcasts have been received but this time only SR6 determines from its
routing table that SN6 is on the shortest path back to SR1 and proceeds to
broadcast a copy of the packet onto SN8. The copies of the packet received
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Figure 9.21 Reverse path forwarding: (a) network topology; (h) distance vector routing
tables using a hop-count metric; (c) broadcast sequence.
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from SR5 by SR3, SR4, and SR6 are all discarded as the related subnets — SN5,
SN7, and SN8 - are not on the shortest paths back to SR1. Also the packet
received by SR5 from SR6 after the fourth broadcast.

As we can deduce from this example, a copy of the packet is broadcast
over all the eight subnets that make up the network and only SN7 and SN8
receive two copies. However, since both copies of the packet have the same
value in the identifier field of the packet header, the second copy can be
detected by each of the hosts on these subnets as a duplicate and is discarded.
Note also that the same set of routing tables can be used to perform the same
algorithm if a second (or different) SR acts as an additional {or alternative)
access gateway. Also, if the broadcast is over the source network.

Spanning tree hroadcast

With networks that use a routing algerithm based on the link-state algorithm,
an alternative way of routing broadcast packets/datagrams is for each router
to use the link-state information to establish a spanning tree active topology
with the access gateway/router as the root node.

As we saw in Section 9.6.4, the information gathered as part of the link-
state algorithm is used by each router to derive the current active topology of
 the internetwork. In a similar way, therefore, with networks that consist of
multiple subnets interconnected by subnet routers, each subnet router builds
up knowledge of the current active topology of the network and then uses
this to compute the shortest path to reach all the subnetids in the network,

Hence with the spanning tree broadcast algorithm, in addition to each
subnet router computing the shortest paths, they all derive the (same) span-
ning tree topology from the current active topology using, for example, the
algorithm we described in Section 8.5.1. As we saw, a spanning tree topology
is established in order to avoid frames looping within a bridged LAN. This is
done by defining the ports associated with each bridge as either root ports or
designated ports. All ports that are either root or designated ports are then
set into the forwarding state and all the other ports are set into the non-
forwarding (blocked) state.

Using the same approach, we can derive a spanning tree by setting
selected subnet router ports into the forwarding and blocked state. For exam-
ple, using the network topology we showed in Figure 9.21(a) and the
algorithm we described in Section 8.5.1, assuming each subnet router knows
the root SR, each will derive the spanning tree shown in Figure 9.22(b). The
resulting broadcast sequence is therefore as shown in Figure 9.22(c).

We can make a number of observations from this example:

B For consistency, the port numbers associated with each subnet router are
determined by the (known) identifier of the attached subnet.

® Each SR has a root port (RP) associated with it which is the port with the
shortest path back to the root. The path costs in the example are based
on hop count and, in the event of a tie, the port with the smallest port
number is chosen,
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Figure 9.22 Spanning tree broadcast: (a) network topology; (b) spanning tree derived by
each subnet router; (c) broadcast sequence.
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m For each subnet, there is a designated port (DPJ which is the router port
on the shortest path from the root to the subnet. In the event of a tie, the
SR with the smallest identifier is chosen.

m All router ports that are not root or designated ports (DP) are set into
the blocked state.

m  Only a single copy of each received packet/datagram is broadcast over
each subnet.

® The same spanning tree can be used to broadcast packets if a second (or
different) SR acts as an additional (or alternative) access gateway and if
the broadcast is over the source network.

Multicast routing

As we explained in Chapter 1, applications such as audio- and videoconfer-
encing require a copy of the information generated by each host
participating in a conference to be sent to all the other hosts that belong to
the same conference. The term multicasting is used to describe the diffusion
of a copy of the packets/datagrams generated by each host to all the other
hosts and the term multicast group is used to identify the hosts that are mem-
bers of the same conference. Clearly, there can be many conferences in
progress concurrently, each involving a different group of hosts. It is to sup-
port applications of this type that class D multicast addresses were defined. As
we showed in Figure 9.4 and explained in the accompanying text, a single
class D address is used to identify all the hosts that are members of the same
multicast group. Also, since 28 bits are available, many different multicast
groups can be in place concurrently.

A number of multicast addresses are reserved to identify specific groups.
For example, all the hosts (and subnet routers) that are attached to a site
broadcast network are members of the group with the reserved multicast
address of 224.0.0.1. Hence the IP in all hosts that can support multicasting
will have this address permanently in their multicast address table (MAT)
and, should a packet be received with this address, the datagram contents will
be passed to (and acted upon) by a related application process. Similarly, all
the subnet routers belonging to the same network are members of the multi-
cast address 224.0.0.2.

As we showed in Figure 5.4, with networks that do not support broadcast-
ing such as PSTNs and ISDNG, the diffusion operation is achieved by using a
central (conference) server known as a multipoint control unit (MCU}. Also,
in packet-switching networks that support broadcasting such as LANs, as we
showed in Figure 5.6, the H,323 standard uses a similar approach with a net-
worked device known as a gatekeeper performing the multipoint control
function of an MCU. Using this approach, the IP and MAC address-pair of
the MCU is known by the IP in all the hosts that are participating in a confer-
ence and, once the IP in the MCU has obtained the IP/MAC address-pair of
all the participating hosts, the IP in the MCU can carry out the diffusion
operation using only the individual (unicast) IP address of each participant.
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This approach is acceptable providing the number of participating hosts
15 relatively small and the composition of the conference is static. However,
for applications such as a conference or meeting which is being transmitted
over a LAN or the Internet, a relatively large number of participants — and
hence hosts — may be involved. Moreover, hosts may wish to Jjoin and/or leave
the conference/meeting whilst it is in progress. It is to meet this type of appli-
cation that multicasting using IP multicast addresses is used.

With this mode of working, the organizer of the conference/ meeting
first obtains an IP multicast address for it from the Internet assigned numbers
authority (IANA). The allocated address is then made known to all the regis-
tered participants together with the conference/ meeting start time and its
likely duration. Each participating host can then request to join the confer-
ence at any time during the time the conference/meeting is in progress. To
do this, two operating scenarios are used which depend on whether the par-
ticipating hosts are all attached to the same LAN /subnmet or, as is more usual,
are attached to many different networks that are geographically distributed
around the Internet. We shall discuss each separately.

Multicasting over a LAN

The IANA has been allocated a block of Ethernet MAC addresses for applica-
tions that involve multicasting. As we described in Section 8.3, Fthernet MAC
addresses are 48 bits in length and the reserved block of addresses in dotted
decimal are from

0.0.94.0.0.0 through to 0.0.94.255.255.255

Half of these addresses are used for multicasting. Hence, remembering
that all centrally administered Ethernet group (multicast) addresses must
start with 10 binary, the block of Ethernet addresses used for centrally admin-
istered multicasting applications are from

128.0.94.0.0.0 through to 128.0.94.127.255.255
Thus for a particular conference/meeting, a 3-byte address in the range
0.0.0 through to 127.255.255

is allocated by the IANA. In the case of an Ethernet LAN, this forms the least
significant 24 bits of the 48-bit destination MAC address — starting with the
three bytes 128.0.94 - angl, in the case of the Internet, the least significant
24 bits of the destination IP multicast address. As we explained earlier, class
D IP addresses are 28 bits in length — the first four bits being 1110 — and
hence, as we show in Figure 9.28(a), the four remaining bits are all set to 0.
So to join a conference/meeting that is being broadcast over the same
LAN, once the multicast address is known, the application process running in
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Figure 9.23 Multicasting over a LAN: (a) address allocation principle; (b) address usage.

the host that is managing the information associated with the
conference/meeting simply loads the allocated IP multicast address into its
MAT and the related 48-bit Ethernet group address derived from this into its
group address table (GAT). Each datagram relating to the conference/meet-
ing then has the allocated multicast address in the destination IP address
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field of the datagram header. Each packet is then broadcast over the LAN in
an Ethernet frame containing the derived 48-bit group address in the destina-
tion MAC address field of the frame header.

On receipt of a frame, the MAC sublayer in each host that is 2 member of
the same multicast group, first checks to see whether the destination MAC
address in the frame header is present in its group address table and, if it is, it
passes the frame contents - the datagram — on to the IP layer. The latter first
determines that the destination IP address is a multicast address and also that
it is present in its multicast address table. It therefore passes the information
contained within the datagram on to the related application process via the
TCP or UDP. This procedure is shown in Figure 9.23(b).

Multicasting over the Internet

When the hosts that are part of a multicast group are attached to different
networks/subnetworks geographically distributed around the Internet, then
intermediate subnet routers and/or interior/exterior gateways may be
involved. Thus, since an IP multicast address has no structure — and hence no
netid - associated with it, a different type of routing from that used to route
unicast packets must be used.

The sequence of steps followed to route a packet with a multicast address
is as follows:

B Arouter that can route packets containing a (destination) IP multicast
address is known as a multicast router (mrouter).

8 Normally, in the case of a network that comprises multiple subnets
interconnected by subnet routers, a single subnet router also acts as the
mrouter for that network.

B Each mrouter learns the set of multicast group addresses of which all the
hosts attached to the networks which the mrouter serves are currently
members.

® The information gathered by each mrouter is passed on to each of the
other mrouters so that each knows the complete list of group addresses
that each mrouter has an interest in.

B On receipt of a packet with a destination IP multicast address, each
mrouter uses an appropriate routing algorithm to pass the packet only to
those mrouters that are attached to a network which has an attached host
that is 2 member of the multicast group indicated in the destination IP
address field.

As with broadcast routing, two different algorithms are used, the choice
determined by the routing algorithm that is used to route unicast packets.
The aim of both algorithms is to minimize the amount of transmission band-
width required to deliver each multicast packet to those multicast routers that
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have an interest in the packet. To explain the two algorithms, we shall use the
internetwork topology shown in Figure 9.24(a). The letters by each multicast
router (MR) — A, B, and C - indicate the multicast address(es) that each has
an interest in and, since all MRs exchange this information, they each have a
copy of the multicast address table shown in Figure 9.24(a).

DVMRP

When distance vector routing is being used, an additional set of routing
tables (to those used to route unicast packets) based on MR-to-MR distances
are derived and, for the six MRs, these are given in Figure 9.24(b). They are
based on a routing metric of hop count and have been derived using the
same procedure we described earlier in Section 9.6.3. Together with the con-
tents of the MAT in each MR, they are used to route all packets that have a
destination multicast address.

(a)

Multicast address table

MR | Multicast address
1 A8
2 ABC
3 B,C
4 C
5 C
6 A
&) MR MR4
MR2 MR4  MRT MR3 mps  mr2 MRS Mmre  MRI MRS MR2 MR6  MR3 MRS
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Figure 9.24 Distance vector multicast routing: (a) example topology and multicast address
tahle; (b) unicast routing tables of MR1-6.
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The protocol is known as the distance vector multicast routing protocol
(DVMRP}. To explain how it works, assume a packet with a multicast address
of A is received by the IP in MR1 from one of its attached networks. The
sequence is as follows:

® The IP first consuits its MAT and finds that a copy of the packet should
be sent to MR2 and MR6. It then proceeds to consult its routing table
(RT) and finds that the shortest path to MR is also via MR2 and hence
sends just a single copy of the packet to MR2,

B  On receipt of the packet, MR2 consults its MAT and sees that a copy of
the packet should be sent out onto its own network and also to MR1 and
MRS6. On consulting its RT, however, it finds that the shortest path to
MR1 is on the line/port the packet was received and hence it only sends
a copy of the packet to MR6. The RT indicates that the shortest path to
MRG is via MR3 and hence it forwards a copy of the packet 1o MR3,

B On receipt of the packet, MR3 determines from its MAT that MR1, MRZ,
and MR6 should be sent a copy of the packet. On consulting its RT it
finds that the shortest path to both MR1 and MR2 is via MR2. Hence,
since this is the line/port the packet arrived on, it only sends a copy of
the packet to MR6.

@ On receipt of the packet, MR6 determines from its MAT that a copy of the
packet should be sent out on its own network and also to MR1 and MR2.
However, since the shortest path to both MR1 and MR2 is via the line/port
the packet arrived on, it only sends a copy out on its local network.

MOSPF

When link-state routing is being used, since each MR knows the current
active topology of the internetwork, as we explained in Section 9.6.8, each
computes a spanning tree for the internetwork using the algorithm we
described in Section 8.5.1. For example, for the internetwork shown in
Figure 9.25(a), the spanning tree computed by each MR is shown in Figure
9.25(b). The numbers shown by each line are used as global line identifiers
and as port numbers in the derivation of the spanning tree.

At any point in time, each MR knows from its MAT the multicast
addresses that each has an interest in. For each address — A, B, and C in the
example — each MR proceeds to produce a pruned spanning tree by remov-
ing selected links. For the internetwork shown in Figure 9.25(a), the pruned
spanning trees produced by each MR for each of the three multicast
addresses are as shown in Figure 9.25(b).

For each address, these are produced by starting at the tip of each branch
of the basic spanning tree and pruning each line that does not form a path
back to the root for this address. Packets are then only forwarded on those
lines that make up the resulting pruned spanning wee. The protocol is
known as the multicast open shortest path first (MOSPF) routing protocol
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Figure 9.25 Spanning-tree multicast routing: (a) example topology and multicast address
tahle; (b) set of spanning trees for each multicast address.

and, to explain how it works, assume that a packet with a (multicast) address
of A is received from a network attached to MR1. The steps followed by each
MR are as follows:

& On detecting the {multicast) address in the packet header is A, MR1 uses
the pruned spanning tree for A to determine that a copy of the packet
should be sent to MR2.

® On receipt of the packet, MR2 first determines from its MAT that a copy
of the packet should be sent out onto its own network. It then uses its
own copy of the pruned spanning tree for A to determine that a copy of
the packet should also be sent to MR3.

8 On receipt of the packet, MR3 first determines from its MAT that it has no
interest in the packet. It then uses its own copy of the pruned spanning
tree for A to determine that a copy of the packet should be sent to MR6.

8 On receipt of the packet, MR6 first determines from its MAT that a copy
of the packet should be sent out onto its own network. It then uses its
own copy of the pruned spanning tree for A to determine that it is at the
end of a branch of the tree and hence discards the packet.
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9.6.10 IGMP

The two routing algorithms we described in the last section — the DVMRP and
MOSFF - both assumed that each multicast router has stored in its multicast
address table the complete list of multicast addresses that are currently in use
and also the multicast addresses that each multicast router has an interest in.
As we explained, the contents of the MAT are obtained by, first, each multicast
router learning the set of multicast addresses of which all the hosts attached to
the networks/subnets which' the mrouter serves are currently members and
second, this information is passed on to all the other mrouters. Clearly, the
second step can be carried out using a broadcast procedure similar to that used
in the distance vector algorithm to distribute network-wide routing informa-
tion. Hence the unanswered question is how an mrouter learns the multicast
addresses associated with its own attached networks/subnets. In Practice, this is
the role of the Internet group management protocol (IGMP) which we identi-
fied earlier in Figure 9.2. The IGMP is an integral part of the IP layer in all
hosts and routers that support multicasting. It is defined in RFC 1112,

As we explained at the start of the last section, an application process
(AP) within 2 host can join and leave a currently active multicast group at any
time. To do this, the AP must know the 24-bit group address that has been
allocated to this group by the IANA. As we showed in Figure 9.23, the AP uses
this to derive both the IP multicast address of the group and the correspond-
ing Ethernet group address. It then writes these into the MAT and the
corresponding GAT respectively. In the case of a multicast session involving a
group of APs in hosts that are all attached to the same LAN, this is all that is
needed. In the case of a multicast session over the Internet, however, it is nec-
essary for the host to inform its local mrouter the multicast address of the
session that it wishes to join. The sequence of steps followed to do this are
shown in Figure 9.26.

@ = hest with on AP that is o member of the group
with a mullcast oddress of A

MAT = multicast oddress lable
GAT = group address able
MA = multicast oddress

GA = group oddress

MR = mullicast router

Figure 9.26 IGMP summary: (a) example network topology; (b) IGMP
message transfer sequence to join and leave a multicast session;
{c) IGMP message format.
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9.6.11

In this example, an AP running in a host that is attached to net/subnet 1
wishes to take part in a multicast session that has a derived multicast address
of A. We assume that three other APs/hosts attached to the same multicast
router are already members of two existing multicast groups, two with a multi-
cast address of B and one with an address of C. In. the case of B, one is
attached to net/subnet 1 and the other to net/subnet 2 and, in the case of C,
this is artached to net/subnet 2. Hence the contents of the initial tables are as
shown in Figure 9.26(b).

First the IGMP in host (A) sends out a message — known as a report — to
the IGMP in the attached mrouter (MR) containing the multicast address
(MA) of the group it wishes to join (A). In addition to the MAT that is used
for routing over the backbone network, a separate MAT and GAT are main-
tained by the MR for both net/subnet 1 and net/subnet 2. Hence on receipt
of the report message, the IGMP first writes the MA into the MAT and the
related Ethernet group address into the GAT of net/subnet 1. Also, since A is
not already present in the backbone routing MAT, this is added to it and the
new contents forwarded to each of the attached MRs.

Hosts do not need to inform an MR when it leaves a multicast group. At
regular intervals, the IGMP in each MR broadcasts a query message to all hosts
on each net/subnet requesting them to report of which MAs they are cur-
rently members. On receipt of a query, the IGMP in each host responds by
returning a separate report message for each MA of which the host is cur-
rently a member. In the example shown in Figure 9.26, we assume the host
that was a member of MA C has now left the group and hence a report mes-
sage for C is not returned. Hence the IGMP in the MR removes the entries
for C from its tables and proceeds to forward the updated table contents to
each of the attached MRs.

The format of the two types of IGMP message — query and report — is the
same and is shown in Figure 9.26(c). The version field is equal to 1 and the type
field is either 0 for a report message (sent by a host) or 1 for a query message
(sentby a MR). The checksum applies to the complete message and is computed
using the same 1s complement procedure used with the header of an IP data-
gram. The group address is a 32-oit class D multicast address. In a query message
it is set to all Os and in a report it is set to the multicast group address being
reported. Both are transmitted over the attached net/subnet in an IP packet
with a protecol value of 2 and a time-to-live value of 1. In the case of a query, the
destination IP address is the all-hosts broadcast address of 224.0.0.1 and the source
IP address is the IP address of the MR. In the case of a report, the two addresses
are the group MA being reported and the host IP address respectively.

As we explained in Section 9.6.9 when we discussed the two multicast routing
algorithms, currently, only a subset of the routers that make up the Internet
global internetwork are capable of routing IP packets which have a multicast
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destination address. These are known as multicast routers (mrouters) and the
network formed by the interconnected set of mrouters, the multicast back-
bone (M-bone) network. The two routing algorithms we described in Section
9.6.9 are then used to route multicast packets between the mrouters that
make up the M-bone.

In practice, therefore, because only a subset of the routers in the global
internetwork can route multicast packets, there may be other routers that do
not support multicasting present in the physical path that links two mrouters
together. Hence many of the transmission paths that link the mrouters that
form the M-bone are logical links that are implemented using IP tunneling.
As we explained in Section 9.6.7, with tunneling, in order to send an IP data-
gram containing a multicast group address over the logical link that links two
mrouters together, the datagram is carried in the user data field of a second
IP datagram. This has the (known) IP unicast address of the intended desti-
nation mrouter in the destination IP address field of the second datagram. In
this way, the packet is routed over the global internetwork in the same way as
a unicast packet using either the distance vector or the link-state shortest-
path-first algorithm. Then, on arrival at the destination mrouter, the latter
extracts the multicast datagram contained within the packet and proceeds to
route it using one of the two related multicast routing algorithms we
described in Section 9.6.9.

As we can deduce from this, in order to implement the M-Bone, each
mrouter has the IP (unicast) address of the adjacent mrouters that are (logi-
cally) connected to it stored in their connectivity/adjacency table. Normally,
this information is entered by the management authority responsible for the
network in which the mrouter is located. In this way, the possible presence of
other (unicast) routers between two mrouters is transparent to the two
mrouters which simply route (multicast) packets as if there is a physical trans-
mission line linking them together. '

ICMP

The Internet control message protocol (ICMP) forms an integral part of all
IP implementations. It is used by hosts, routers and gateways for a variety of
functions, and especially by network management. The main functions associ-
ated with the ICMP are as follows:

error reporting,
reachability testing,
congestion control,
route-change notification,

performance measuring,

subnet addressing.
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The message types associated with each of these functions are shown in Table
9.2. Each is transmitted in a standard IP datagram.,

Since the IP is a best-effort (unacknowledged) protocol, packets may be
discarded while they are in transit across the Internet. Of course, transmission
€rrors are one cause, but packets can be discarded by a host, router, or gateway
for a variety of reasons. In the absence of any error reporting functions, a host
does not know whether the repeated failure to send a packet to a given destina-
tion is the result of a poor transmission line (or éther fault within a network) or
simply the destination host being switched off. The various messages associated
with the error reporting function are used for this purpose.

Tahle 9.2 ICMP message types and their use

Function ” [CMP !TTG,\'—;E:UE{S} C Use

deslmcﬂen

Performe meosurmg Tlme»stump request/reply ' Determines the tramsit. delqy
; e o ~ between two hosts

Subnﬁgddressmg Address.mesk reques / repfy Used by a host 1o deiermine the
A SR S : - adéress mask associated with
T T . subnet

ICMP = Internet control message protocol
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If a packet is.corrupted by transmission errors, it is simply discarded, If a
packet is discarded for any other reason, the ICMP in the host, router, or
gateway that discards the packet generates a destination unreachable error
report message and returns it to the ICMP in the source host with a reason
code. Reasons include the following:

destination network unreachable,
destination host unreachable,

parameter problem,

specified protocol not present at destination,

fragmentation needed but don’t fragment (DF) flag set in datagram
header,

communication with the destination network not allowed for
administrative reasons,

B communication with the destination host not allowed for administrative
reasons.

Although in most cases error reports are received as a result of some type
of failure condition arising, in some instances an error report is used to gain
some knowledge of the operational characteristics of the path/route followed
by a packet. In general, the transfer of a message over the global internet-
work is much quicker if no fragmentation is involved. Most networks (and
subnetworks) support a maximum transmission unit (MTU) equal to or
greater than 576 bytes. Hence one way of ensuring no fragmentation takes
place is for the source IP to adopt this as the maximum size of all datagrams
(including the IP header). In most cases, however, the actual MTU of the
path will be greater than this and hence this would result in more packets
being used to send each message than is necessary.

An alternative is for the source IP to use a procedure known as path MTU
discovery to determine the MTU of a path/route prior to sending any data-
grams relating to a session/call. Essentially, the first message received from
the transport layer protocol relating to a new call/session is sent in a single
datagram with the don’t fragment bit set. Normally, if a router along the path
followed by the packet cannot forward the packet over an attached link with-
out fragmenting it, the router will return an ICMP error report with
fragmentation needed as a reason code and an indication of the size of MTU
that is possible. The source IP then adopts the latter as its own MTU to send
all the remaining messages relating to the call/session.

Other error report messages include time exceeded, which indicates that
the time-to-live parameter in a discarded packet has expired, and parameter
error, which indicates that a parameter in the header of the discarded packet
was not recognized.

If 2 network manager receives reports from a user thata specified desti-
nation is not responding, the reason must be determined using the
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reachability testing function which is implemented in a program called ping.
Typically, on receipt of such a report, the network manager initiates the send-
ing of an echo request message to the suspect host to determine whether it is
switched on and responding to requests. On receipt of an echo request mes-
sage, the ICMP in the destination simply changes this to an echo reply message
which it returns to the source. A similar test can be performed on selected
routers and gateways if necessary.

If a packet is discarded because no free memory buffers are available as a
result of a temporary overload condition, a source quench message is returned
to the ICMP in the source host. Such messages can be generated either by a
host or by a router or gateway. They request the source host to reduce the
rate at which it sends packets. When a host receives such a message, it reduces
the sending rate by an agreed amount. A new source quench message is gen-
erated each time a packet is discarded so that the source host incrementally
reduces the sending rate. Such messages help to alleviate congestion within
the global internetwork. Congestion is discussed further in Section 9.8.

When a network has multiple gateways attached to it, a gateway may
receive datagrams from a host even though it determines from its routing
table that they would be better sent via a different gateway attached to the
same network. To inform the source host of this, the ICMP in the gateway
returns a redivect message to the ICMP in the source indicating which is the
better gateway to the specified destination. The ICMP in the source then
makes an entry in its routing table for this destination.

An important operational parameter for an internet is the mean transit
delay of packets/datagrams. This is a measure of the time a datagram takes to
traverse the internet from a specified source to a specified destination. To
ascertain this time, a host or a network manager can send a time-stamp request
message to a specific destination. Each message contains the following three
time-related parameters (known as time-stamps):

& the time the datagram was sent by the source,
B the time the datagram was received by the destination,
W the time the datagram was returned by the destination.

On receipt of a time-stamp request message, the ICMP in the destination
simply fills in the appropriate time-stamp fields and returns the message to
the source. On receipt of the reply, the source can quantify the current
round-trip delay to that destination and from this determine the packet tran-
sit delay.

Finally, when subnet addressing is being used, the address mask request and
corresponding reply messages are used by a host to ascertain the address
mask assoctated with a local subnet. This is needed by a host to determine,
for example, whether a specified destination is attached to the same subnet.
The address mask is held by the local router associated with the subnet. The
ICMP in a host can obtain the address mask by sending a request message
and reading the mask from the reply.
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ICMP message formats and transmission

The format of an ICMP message is shown in Figure 9.27. The first three fields
are the same for all messages. The type field indicates the ICMP message type
and these are related to the functions we listed earlier. For example, a type
field of 0 relates to the error reporting function, 3 reachability testing, 4 con-
gestion control, and so on. The code field then gives additional information
such as the reason why a destination is unreathable. For example, 6 indicates
the destination network is unknown and 7 the destination host is unknown.
The checksum covers the entire ICMP message and uses the same algorithm as
that used for the checksum present in the IP header. The number and mean-
ing of the following 32-bit words then depend on the type and code fields in
the header. :

As we showed in Figure 9.3 and explained in the accompanying text, the
protocol field in each datagram header is used to route the payload in a data-
gram to the appropriate protocol — ICMP, IGMP, OSPF, TCP, or UDP. In the
case of reply messages, normally, these are for use by the local IP. When unso-
licited error reports are received, in most cases, they are passed to an
application-level process and result in an appropriate error message being
output on the host screen.

QoS support

Congestion arises within a network when the demand for a network resource

i
exceeds the level that is provided. For example, if a burst of packets arrive at %LE\

a router (within the global internetwork) on a number of different input
lines that all require the same output line, then the output line will become

- IP datagram -
e—— Header » I--. User datg —————m
IP header :
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Figure 9.27 ICMP message format and transmission.
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9.8.1

congested if the rate of arrival of packets is greater than the rate they can be
output. To allow for this possibility, each output line has a first-in first-out
(FIFO) gqueue associated with it which is used to hold a defined number of
packets that are awaiting output on that line. Hence, providing the burst is of
a relatively short duration and the number of packets to be queued is less
than the number of packet bufférs available, the congestion will be transient
and the only effect should be a small increase in the end-to-end transfer delay
experienced by each packet using that line. In the event of a longer burst,
however, then all the packet buffers may become full and, as a result, some
packets will have to be discarded.

Similarly, at a network-wide level, since the Internet is a best-effort con-
nectionless network, the global internetwork will become congested if, over
a sustained period, the aggregate rate at which packets are entering the
internetwork exceeds its total capacity in terms of transmission bandwidth
and packet buffers. As we saw in Section 1.5.5, associated with each call is a
defined set of parameters which form what is called the minimum quality of
service (QoS) requirements for the call, For example, with a packet-
switched network like the Internet, these include a defined minimum mean
packet throughput rate and a maximum end-to-end packet transfer delay.
Henée, if as a result of congestion these requirements are not met, then the
quality of the call may no longer be acceptable to the user. This is the case
with applications involving real-time media streams, for example, such as
Internet telephony.

As we can conclude from the above, two levels of congestion control are
required, one that operates at the global internetwork level and the other
that operates at the router level. The aim of the first is to limit the aggregate
rate at which packets are entering the global internetwork to below its maxi-
mum rate, and the aim of the second. is to maximize the flow of packets
through each router. In the following subsections we discuss aspects of two of
the schemes that are used to perform these functions.

Integrated services

Most early applications of the Internet were text based and hence relatively
insensitive to delay and jitter. Examples include FTP and email, both of which.
can tolerate the added delays incurred by the use of a host-to-host retransmis-
sion control mechanism to overcome the effect of lost packets resulting from
the best-effort service provided by IP. Other text-based applications, however,
cannot tolerate the delay caused by retransmissions but nevertheless require
minimal packet losses. Examples of this type of application are those relating
to network control.

More recently, 2 number of interpersonal applications involving packe-
tized speech and video were introduced. These require the packets that are
generated at the source to be transferred over the Internet and played out at
the destination in real time. This means that the retransmission of lost pack-
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ets is not possible and that the packet flow is particularly sensitive to lost pack-
ets and jitter. Such applications also require a guaranteed minimum
bandwidth. To meet this more varied set of QoS requirements, two schemes
have been researched and standardized, one called integrated services
(IntServ) and the other differentiated services (DiffServ). In this section we
describe aspects of the IntServ scheme while aspects of DiffServ are described
in Section 9.8.2.

In both schemes, the packets relating to the different types of call/ses-
sion are each allocated a different value in the precedence bits of the type of
service field of the IP packet header. This is used by the routers within the
Internet to differentiate between the packet flows relating to the different
types of call. The IntServ solunon defines three different classes of service:

‘guaranteed: in this class, a specified ma.ximum delay and jitter and an
assured level of bandwidth are guaranteed. It is intended for applications
involving the playout of real-time streams;

\/l/'comrolled load (also known as predictive): in this class, no firm
guarantees are provided but the flow obtains a constant level of service
equivalent to that obtained with the best-effort service at light loads.
Examples of applications in this class are those involving real-time
streams that have the capability of adjusting the amount of real-time data
that is generated to the level that is offered;

B best-effort: this is intended for text-based applications.

To cater for the three different types of packet flows, within each router,
three separate output queues are used for each line, one for each class. In
addition, appropriate control mechanisms are used to ensure the QoS

requirements of each class are met. We shall first discuss a number of these as
these are used in both the IntServ and the DiffServ schemes.

Token bucket filter

This is used with each of the packet flows in both the guaranteed and predic-
tive service classes. A portion of the bandwidth of the outgoing line and an
amount of buffer/queue space is reserved for the packet flow relating to each
“call’A control mechanism called the token bucket filter is used to enforce
these alfocations so that the guaranteed QoS requirements in terms of band-
width, delay, and jitter are met.

Associated with each flow is a container called a bucket into which tokens
are entered at a rate determined by the bandwidth requirement of the flow.
The size of the bucket is the same as the maximum amount of buffer/queue
space the flow may consume. A packet relating to a flow can only be transferred
to the output queue if there are sufficient tokens currently in the bucket. The
number of tokens required is determined by the packet length and, if suffi-
cient tokens are currently in the bucket, the packet is queued and the
corresponding number of tokens taken from the bucket. As we can deduce
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from this, therefore, providing the arrival rate of packets is less than or equal
to the rate of entry of tokens into the bucket, then both the agreed band-
width and delay/jitter will be met. If the arrival rate of packets exceeds the
allocated bandwidth, normally these are relegated to the best-effort queue.

Weighted fair queuing
Since the packet rate — and hence bandwidth — associated with each flow may
be different, when the packets relating to each flow are queued for transmis-
sion, in order to ensure the guaranteed delay bounds are met, it is necessary
to ensure that the packets relating to each flow are not delayed by the packets
of other flows. Hence a queue management scheme is also required to sched-
ule the order that queued packets are transmitted, The weighted fair queuing
(WFQ) scheme performs this function.

In order to ensure the delay bounds for each flow are met, the order of

- transmission of packets from the queue is changed each time a new packet

arrives for queuing. When a packet arrives at an incoming line of the router it
is given a time-stamp. This is determined from the mnwc - packet

and its scheduled departure time, the latter computed from the bandwidth

associatéd with the flow and the packet length. The timestamp of the packet

. is then compared with the iiiné-stamps of the packets that are currently
" queued and the packet with the smallest time-stamp is transmitted first. In

this way the delay bounds of each flow are met.

Random early detection

The requirements of the queue management scheme used with the best-
effort queue are different from those of the other two queues. As we
indicated earlier, normally, a router simply discards/drops a packet if the
required output queue is already full. However, as we shall describe later in
Section 12.3.2, with TCP, each time a packet relating to a call/session is lost,
the TCP in the source host detects this and halves its current rate of entry of
new packets for the call. Since this is done by all the hosts that lose a packet,
the utilization of the link bandwidth falls dramatically. This is also detected by
the affected TCPs which then quickly ramp-up the rate of entry of new pack-
ets. This, in turn, often results in full queues and dropped packets occurring
again with the effect that the utilization of the available transmission band-
width is poor. To stop this occurring, the random early detection (RED)
queue management scheme is often used.

With RED, when a packet arrives for an output queue and the queue is
full, instead of discarding the packet, a packet that is already in the queue is
randomly selected for discarding. This has the affect that a reduced number
of different applications are affected and hence the bandwidth utilization of
the Iink is much improved.

To implement the scheme, two thresholds relating to the queue are
defined: a minimum threshold (MinTH} and a maximum threshold
{(MaxTH). Also, the average length (AvrLEN) of the queue is continuously
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monitored and used as a measure of the current level of traffic using the line.
The action taken by the scheduler is determined by the current AvrLEN rela-
tive to the two thresholds as follows:

AvrLEN < MinTH: the new packet is entered into the queue;
AvrLEN < MaxTH: the new packet is dropped;

MaxTH < AiLEN < MinTH: a randomly-selected packet from the
" queue is dropped and the new packet
is queued.

As we can deduce from the last condition, the probability of packets that
are already in the queue being dropped increases as the AvrLEN increases.
This has been found to give high levels of bandwidth utilization during peri-
ods of congestion.

Resource reservation protocol

With the IntServ scheme, in order to ensure the aggregate bandwidth of real-
time traffic flows does not exceed that which is allocated for both the
guaranteed and controlled-load traffic, the resources required for each flow|
(in terms of transmission bandwidth and buffer capacity) are reserved in

advance of each packet flow starting. The protocol used to do this is called
thé Tesource reservation protocol (RSVP). T

BecauseTiayiy of the hiew real-time applications involve multiple partici-
pants, RSVP is used to reserve resources in cach router along either a unicast
or a multicast path. The actual routing of the packets asscciated with both
types of call, however, are not part of RSVP and these are carried out in the
normal way using one of the routing algorithms we described earlier in
Section 9.6. A selection of the messages associated with RSVP are shown in
Figure 9.28(a).

Each traffic flow is identified uniquely by the combined source and desti-
nation addresses in the IP header and the port number in the UDP header.
To perform a reservation, the AP in the host that wishes to set up the call
sends a path message in a UDP datagram with either the unicast or multicast
address of the other host(s) in the destination address field of the IP header
and the port number in the UDP datagram header. The purpose of the path
message is firstly, to enable each router along the path/route followed by the
packet to create an entry in a table known as the path-state table and sec-
ondly, to gather information about the resources that are currently available
in each router along the path. The entry in the path-state table includes the
flow identifier, a specification of the required parameters associated with the
call - known as the traffic specification or Tspec — and the (IP) address of the
router from which it received the path message.

On receipt of the path message, the AP (identified by the port number)
in the destination host(s) uses the resource levels reported by each router to
determine which type of call - guaranteed, controlled-load, or neither — the
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path can support. Assuming the cail can be accepted, the AP in each destina-
tion host then returns a reserve message (containing the Tspec for the call} to
the router from which it received the path message. If the router still has the
necessary resources, it reserves these for the flow (the resources may be dif-
ferent in each direction), makes an entry in the path-state table of the
address of the router which sent it the message, and then sends the (reserve)
message to the next router along the path. If the resources are not available,
then a path-tear message is returaed along the forward and return paths in
order to release any resources that have been reserved and delete the entry
in the path-state table. This procedure is repeated by each router along the
path back to the source which, on receipt of the reserve message, proceeds
with the call,

The path associated with each call/session may change during the life-
time of a call; for example, due to a router going down. To allow for this
occurring, associated with each entry in the path-state table kept by each
router is a timer called the deanup timer and, should this expire, the entry is
deleted. The timer is restarted each time a path message relating to the call is
received. At periodic intervals - less than the cleanup timeout period - the
source host sends a new path message which is acted upon by each router in
the same way as the first path message. Hence should the new path not
include a particular router, its cleanup timer will expire and the related path-
state information be deleted. This mode of operation is known therefore as
soft-stale since it may change during a call.

Finally, on completion of the call/session, the AP that set up the call
sends out a path-tear message which results in the entry in the path-table held
by each router along the path(s) being deleted. The RFCs associated with
RSVP and the other IntServ procedures are in RFC 2205-2216.

The major disadvantage of RSVP is that state information is retained by
each router for each call/flow. Although this may be acceptable in a company
intranet, for example, in a backbone router of the Internet the tables used
for this purpose can be very large. Hence with the very high bit rates that are
used, the heavy overheads per call can be unacceptably high. It is for this
reason that the alternative DiffServ scheme was developed.

Differentiated services

Using the DiffServ approach, individual flows are not identified and instead
the individual flows in each service class are aggregated together. Flows are
then treated on a per-class basis rather than a perflow basis. The general
architecture used with a DiffServ network is shown in Figure 9.28(b).

The incoming packet flows relating to individual calls - referred to as
microflows — are classified by the router/gateway at the edge of the DiffServ-
compliant net/internet into one of the defined service/traffic classes by
examining selected fields in the various headers in the packet. Within the
DiffServ network the type of service {TOS) field in the IP packet header is
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replaced by a new field called the differentiated services (DS) field. As we saw ear-
lier in Section 9.2, this is an 8-bit field although currently only six bits are
used for the DS field. The six bits form what is called the (DS) packet code-
point (DSCP) which is used to enable each router to determine the traffic
class to which the packet data relates and the output queue into which the
packet should be put. The queue management/scheduling procedure relat-
ing to each queue is called a per-hop behavior (PHB) and, since this applies
to an aggregated set of packet flows, a PHB is said to be applied to a behavior
aggregate (BA).

Within the DiftServ network, a defined level of resources in terms of the
buffer space within each router and the bandwidth of each output line is allo-
cated to each traffic class using, for example, a token bucket filter. As each
packet arrives at the ingress router it is first classified as belonging to a partic-
ular traffic class. In some instances, however, as we shall see later, the actual
classification is also a function of how well the microflow (to which the packet
relates) is conforming to the agreed traffic profile for the flow. This is deter-
mined by the traffic meter module and, based on the level of conformance,
the traffic meter informs the marker module whether the packet should be
marked with a low, medium, or high drop precedence. In addition, the traffic
meter also informs the shaper/dropper module of this and the latter decides
whether the packet should be dropped or allowed into the network.

Normally, real-time microflows with hard QoS guarantees are placed in
the highest-priority traffic clasi. Typically, the traffic meter for this type of
stream is a token bucket filter with a defined rate and bucket depth. Hence if
an arriving packet relating to a flow in this class is deemed to be out-of-
profile, the traffic meter informs the shaper/dropper module of this. The
latter then either drops the packet or relegates it to the best-effort class by set-
ting all six DSCP bits to zero.

Once within the network, as each packet arrives at a core router, the BA
classifier first determines to which traffic class the packet belongs and hence
to which output queue the packet should be transferred. Each queue is then
serviced using an appropriate PHB. Currently, two PHBs have been defined:
expedited forwarding (EF) and assured forwarding (AF). The EF PHB is sim-
ilar to the guaranteed service class associated with IntServ and hence has the
highest priority. The PHB used with this is based on a queue scheduling pro-
cedure such as weighted fair queuing.

The AF PHB has four ordered traffic classes associated with it each of
which has three drop procedure levels: low, medium, and high. Should con-
gestion arise, this is used together with the traffic class to determine which
packet(s} should be dropped. The PHB used in this case, therefore, is based
on a queue scheduling procedure such as random early discard. The RFCs
associated with DiffServ are in RFC 2474-5.
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9.9 The PPP link layer protocol

As we showed in Figure 9.1 and explained in the accompanying text, access
networks are connected to the Internet global internetwork by gateways.
Also, as we showed in Figure 9.9, access gateways are connected to interior
gateways which, in turn, are interconnected together using high bit rate syn-
chronous transmission lines leased from a network provider. Typically, the
leased lines are either from the PDH — DS1 /3 orEl/3 for example - or from
the SDH/SONET hierarchy — §TS-3/5TM-1 for example, Hence, since the
various types of gateway (router) operate at the IP (network) layer, as we
showed in Figure 9.1, a link layer protocol is required to transfer the IP pack-
ets/datagrams over the different types of leased line.

In addition, many of the access networks provided by ISPs require a link
layer protocol to transfer the information entered by a person at home
(using a PC for example) to the ISP network gateway. In many instances, the
information is transferred over a switched connection through a PSTN using
modems. Normally, the modem at home is connected to the serial port of the
PC and, as we explained in Section 6.4, character-oriented asynchronous
transmission is usually used. In order to avoid the proliferation of many dif-
ferént protocols, the IETF has defined a standard link layer protocol to meet
these requirements. This is known as the point-to-point protocol (PPP) and is
defined in RFC 1661/2 and 3.

To give the PPP the necessary flexibility, it has a number of features that
enable it to be used in these and other applications. For example, it can oper-
ate in either the connection-oriented (reliable) or connectionless (best-effort)
mode and with a variety of different types of network layer protocol. The latter
feature is necessary, for example, if the access network uses the IPX network
protocol rather than the IP. The PPP is based on the HDLC protocol we
described in Section 6.8 and the format of all frames is shown in Figure 9.99.

Although the HDLC protocol is bit-oriented, in the PPP all frames are
made up of an integral number of bytes/octets encapsulated by the opening
and closing flag byte of 01111110. To achieve data transparency with the dif-
ferent types of synchronous transmission lines, zero bit insertion and deletion
is used, the operation of which we described in Section 6.5.3.

In the case of asynchronous transmission lines, all characters are made
equal to 8 bits and a form of character/byte stuffing is used, the principle of
which we described in Section 6.4.3. In this application, however. in addition
to flag bytes, a number of different characters/bytes are transmitted transpar-
ently. These include all the 32 control characters in the ASCII character set
we identified in Figure 2.6(a}. The list of bytes/characters and their codes is
given in Figure 9.29(b).

As we can see, the escape byte/character used is 01111101 — 7D (hex) —
and, whenever this is inserted, the sixth bit of the following byte/character is
complemented. This rule is also used to transfer a byte/character that is
equal to the escape byte.
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» Zero bit inserfion/deletion o byte stuffing |
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Flag=01111110 Address = 11111111 Corrol = 00000011 (] FCS =16 bit CRC
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NUL Q0000000 01111101 00100000
SCH 00000001 01111701 00100001
Sl o001 11 01111101 CC1011H]
us Qo011 01111101 QG111
Escape 01111101 01111101 01011101

Figure 9.29 The point-to-point protocol (PPP): (a) frame format; (b) byte stuffing principle.

Since the PPP is intended for use over point-to-point lines, the address
field has no role to play. Hence it is always set to all binary 1s. Also, since in
most applications all information is transferred over the line in the connec-
tionless mode, as we explained in Section 6.8, the default value in the control
field is 03 (hex) which is the code used to indicate an unnumbered informa-
tion (U1) frame.

The default length of the protocol ID field is two bytes. It is used 1o indicate
the type of packet — and hence network layer protocol — that is present in the
information field. For example, a value of 0021 (hex) is used to indicate an IP
packet/ datagram is present. In addition, since the PPP can be used in a vari-
ety of applications, a single request-response protocol known as the link
control protocol (LCP) has been defined to allow the operational mode and
associated parameters for the line/link to be negotiated. Associated with the
LCP are a number of messages — protocol data units (PDUs) - and, when one
is present in the information field, the value in the protocol ID field is C021
(hex). For example, when transferring only IP datagrams over a line, an LCP
request message can be sent to propose the use of a reduced frame header
with no address or control fields and just a single byte for the protocol field.
The other side then responds by returning either an accept message or a reject
message in which case the default values must be used.

The default maximum size of the information field is 1500 bytes
although a different maximum size can be negotiated using LCP request-
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response messages. The FCS field is used to detect the presence of transmis-
sion errors in the frame and, as we explained in Section 6.8, it is based on a
CRC. The FCS has a default length of 16 bits but a length of 32 bits can be
negotiated using the LCP.

IPv6

Until the mid-1990s the Internet was used primarily by universities, govern-
ment agencies, research establishments, and some sectors of industry. Since
that time, however, it has gone through unprecedented growth owing to a
large extent to the rapid rise in interest in the use of the World Wide Web. As
a result, most schools, colleges, and many homes now have PCs with connec-
tions to the Internet. These are now heing used, in addition to Web access, to
exploit the range of other applications that are supported by the Internet.
Moreover, this growth is predicted to increase even faster as new applications
emerge: for example, the widespread use of hybrid mobile phones/comput-
ers with Internet interfaces, television set-top boxes with integral Web
browsers, plus a potentially vast number of consumer products - such as
meters, household appliances, office equipment, and so on - many of which
may have an Internet interface.

Although the introduction of CIDR has extended considerably the usable
address space of IPv4, the IETF has already defined and is using a new version
of IP which has a number of features that have been introduced to meet the
predicted growth levels. This is known as IP version 6 (IPv6) or sometimes IP
next generation (IPng). It is defined in RFCs 1883-7 and a number of sup-
porting RFCs. In addition to providing a large increase in the number of IP
addresses, the IETF has taken the opportunity to correct some of the defi-
ciencies associated with IPv4 and to provide a number of other features. The
main new features of IPv6 are:

m amuchincreased address space from 32 bits to 128 bits;

m hierarchical addresses to reduce the size of the routing tables associated
with the routers in the core backbone network;

m asimplified header to enable routers and gateways to process and route
packets faster;

B the introduction of improved security and data integrity features
including authentication and encrypuon;

m an autoconfiguration facility that enables a host to obtain an IP address
via the network without human intervention;

® harder quality-ofservice guaraniees by means of the preferential
treatment by routers of the packets associated with interactive and
multimedia applications relative to those relating to traditional
applications such as email and file transfers,
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B support for mobile computing by the use of autoconfiguration to obtain
an IP address dynamically via the network for the duration of a
call/session.

Although many of the above features require some radical changes to
IPv4 - for example a different address structure and datagram/packet format
- in terms of the protocols that are used within the expanded global internet-
work, these operate in much the same way as the current IPv4 protocols. For
example, the LS-SPF (OSPF) routing algorithm we described in Section 9.6.4
is used as the standard interior gateway protocol (IGP) for IPv6 except, of
course, that 128-bit addresses are used in the link-state and routing tables.
There is also an updated version of the RIP — based on the distance vector
routing algorithm we described in Section 9.6.3 — called RIPng. Similarly, at
the backbone level, the border gateway protocol (BGP) we described in
Section 9.6.5 (including the CIDR we described in Section 9.6.6) is used but
with extensions to allow reachability information based on IPv6 hierarchical
addresses to be exchanged. Hence in the remainder of this section we limit
our discussion to a selection of the new features that are used.

Datagram format

In refation to the 1Pv4 datagram/packet header, a number of fields have been
dropped and others have been made optional. The result is a basic/main
header of 40 bytes, the contents and format of which are shown in Figure
9.30(a). The use of each field is as follows:

Version

This is set to 6 to enable routers to discriminate IPv6 péckets from IPv4 pack-
ets. It is envisaged that both will need to coexist for many years.

Traffic class

This field plays a similar role to the 7bS byte in the IPv4 header. It allows the
source [P to allocate a different priority to packets relating to, say, multimedia
applications involving real-time streams from those relating to traditionat appli-
cations. It contains a 4-bit priority field and hence 16 priorities are possible, the
higher the priority value the higher the packet pricrity. Values in the range 0-7
are for packets relating to applications for which best-effort delivery is accept-
able; for example network news (1) and FTP(4). Both these applications are
less sensitive to delay and delay variation (jitter) than applications involving
real-time media but FTP is more sensitive to packet loss than network news.
Values in the range 8-15 are for packets containing real-time streams such as
audio and video. Typically, such streams/packets are more sensitive to delay
and jitter than the packets in the first category and hence should be transmit-
ted before them during perieds of congestion. Also, within the second
category, packets containing compressed video are more sensitive to packet
loss than packets containing just audio and hence are given a higher priority.
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Order of transmission
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Payload length :
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MNH = next header TP = transport protocol EH = extension header

Figure 9.30 IPv6: (a) main header fields and format; (h) position and order of extension headers.

Flow label

This is a new field and is closely linked to the traffic class field. It is set to zero
in best-effort packets and, in packets in the second category, it is used to
enable a router to identify the individual packets relating to the same
call/session. As we saw earlier in Section 9.8.1, one approach to handling
packets containing real-time streams is to reserve resources — for example
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transmission bandwidth — for such calls in advance of sending the packets
relating to the call. During the reservation procedure, the call is allocated a
flow label by the source. Also, each router along the reserved path keeps a
record of this, together with the source and destination IP addresses, in a
table. Routers then use the combined flow label and source IP address present
in each packet header to relate the packet to a specific call/flow. The related
routing information is then retrieved from the routing table and this is used,
together with the traffic class value, to ensure the QoS requirements of the
call/flow are met during the forwarding procedure.

Payload length

This indicates the number of bytes that follow the basic 40-byte header in
the datagram. The minimum length of a basic datagram is 536 bytes and the
maximum length is 64K bytes. The payload length is slightly different from the
tolal length field used in the header of an IPv4 datagram since, as we
explained in Section 9.2, the total length includes the number of bytes in the
datagram header.

Next header

As we show in Figure 9.30(b), a basic IPv6 datagram comprises a main header
followed by the header of the peer transport layer protocol (TCP,/UDP) and,
where appropriate, the data relating to the higher layers. With a basic data-
gram, therefore, the next header field indicates the type of transport layer
protocol (header) that follows the basic header. If required, however, a
number of what are called extension headers can be inserted between the
main header and the transport protocol header. Gurrently, there are six types
of extension header defined and, when present, each extension header starts
with a new nexi header field which indicates the type of header that follows.
The next header field in the last extension header always indicates the type of
transport protocol header that follows. Thus, the next header field in either the
main header or the last extension header plays the same role as the protocol
field in an IPv4 datagram header.

Hop limit

This is similar to the fime-to-live parameter in an IPv4 header except the value
is a hop count instead of a time. In practice, as we explained in Section 9.2,
most [Pv4 routers also use this field as a hop count so the change in the field’s
name simply reflects this. The initial value in the hop limit field is set by the
source and is decremented by 1 each time the packet/datagram is forwarded.
The packet is discarded if the value is decremented to zero.

Source address and destination address

As we indicated earlier, these are 128-bit addresses that are used to identify
the source of the datagram and the intended recipient. In most cases this will
be the destination host but, as we shall explain later, it might be the next
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router along a path if source routing is being used. Unlike [Pv4 addresses, an
IPv6 address is assigned to the (physical) interface, not to the host or router.
Hence in the case of routers (which have multiple interfaces) these are iden-
tified using any of the signed interface addresses.

Address structure/

As we showed in Figure 9.9, the various networks and internetworks that
make up the global Internet are interconnected in a hierarchical way with the
access networks at the lowest level in the hierarchy and the global backbone
network at the highest level. However, the lack of structure in the netid part
of IPv4 addresses means that the nurmber of entries in the routing tables held
by each gateway/router increases with increasing height in the hierarchy. At
the lowest level, most access gateways associated with a single site LAN have a
single netid while at the highest level, most backhone routers/gateways have
a routing table containing many thousands of netids.

In contrast, the addresses associated with telephone networks are hierar-
chical with, for example, a country, region, and exchange code preceding the
local number. This has a significant impact on the size of the routing tables
held by the switches since, at a particular level, all calls with the same preced-
ing code are routed in the same way. This is known as address aggregation.

As we explaincd earlier in Section 9.6.6, classless inter-domain routing is
a way of introducing a similar structure with 1Pv4 addresses and reduces con-
siderably the size of the routing tables held by the routers/gateways in the
global backhone. From the outset, therefore, IPv6 addresses are hierarchical.
Unlike telephone numbers, however, the hierarchy is not constrained just 1o
a geographical breakdown. The large address space available means that a
number of alternative formats can be used. For example, to help interwork-
ing with existing IPv4 hosts and routers, there is a format that allows IPv4
addresses to be embedded into an IPv6 address. Also, since the majority of
access networks are now Internet service provider (ISP) networks, there is a
format that allows large blocks of addresses to be allocated to individual
providers. The particular format being used is determined by the first set of
bits in the address. This is known as the prefix format (PF) and a list of the
prefixes that have been assigned — together with their usage — is given in
Figure 9.31(a).

" Unicast addresses

As we can see, addresses starting with a prefix of 0000 0000 are used to carry
existing IPv4 addresses. There are two types, the formats of which are shown
in Figure 9.31(b). As we shall expand upon in Section 9.11, a common
requirement during the transition from [Pv4 to IPv6 is to tunnel the IPv6
packets being generated by the two communicating IPv6 hosts — often written
V6 hosts — over an existing IPv4 network/internetwork. Hence to simplify the
routing of the IPv4 packet - containing the IPv6 packet within it — the IPv6
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(a)
Prefix format Usage

00C0O 0000 Embedded IPv4 address
0000 Q01 Embedded OSi address
0000 010 Embedded Novell NetWare IPX address
010 Providerbased unicast address
100 ., Geographicbasad unicast oddress
T 1110 10 link locatuse address
[RRRERARICIRR Site locakuse address
[RRRERERR! Multicast address
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Figure 9.31 IPvé addresses: (a) prefix formats and their use; (h) IPv4 address types;

8 bits of multicast group address

T=1 = transient, scope = 1 thex} within node
=7 linkdocal
=5 site-local
=8 organisation-local
=t global
[multicast group address in last 112 hits)

{c) provider-hased unicast address format; (d) multicast address format.

address contains the 1Pv4 address of the destination gateway embedded
within it. The second type is to enable a V4 host to communicate with a V6
host. The IPv4 address of the V4 host is then preceded by 96 zeros. In addi-
tion, two addresses in this category are reserved for other uses. An address
comprisung all zeéros indicates there is no address present. As.we shall expand
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upon in Section 9.10.4, an example of its use is for the source address in a
packet relating to the autoconfiguration procedure. An address with a single
binary 1 in the least significant bit position is reserved for the loopback
address used during the test procedure of a host protocol stack.

The OSI and NetWare address prefixes have been defined to enable a
host connected to one of these networks to communicate directly with a V6
host. The most widely used is the provider-based prefix as this format reflects
the current structure of the Internet. A typical format of this type of address
is shown in Figure 9.31(c). As we saw in Figure 9.9, the core backbone of the
Internet consists of a number of very high bandwidth lines that interconnect
the various continental backbones together. The routers that perform this
function are owned by companies known as top-level aggregators (TLAs),
Each TLA is allocated a large block of addresses by what is called a registry,
the identity of which is in the field immediately following the 010 prefix.
Examples include the North American registry, the European registry, the
Asia and Pacific registry, and so on.

From their allocation, the TLAs allocate blocks of addresses to large
Internet service providers and global enterprises. These are known as next-
level aggregators (NLAs) and, in the context of Figure 9.9, operate at the
continental backbone and national and regional levels. The various NLAs
allocate both single addresses to individual subscribers and blocks of
addresses to large business customers. The latter are known as site-level
aggregators (SLAs) and include ISPs that operate at the regional and
national levels. The 64-bit interface ID is divided locally into a fixed subnetid
part and a hostid part. Typically, the latter is the 48-bit MAC address of the
host and hence 16 bits are available for subnetting. .

As we can deduce from Figure 9.31(c), the use of hierarchical addresses
means that each router in the hierarchy can quickly determine whether a
packet should be routed to a higher-level router or to another router at the
same level simply by examining the appropriate prefix. Also, the routers at
each level can route packets directly using the related prefix. The same over-
all description applies to the processing of geographic-based addresses.

As their names imply, the two types of local-use addresses are for local use
only and have no meaning in the context of the global Internet. As we shall
expand upon in Section 9.10.4, link local-use addresses are used in the autocon-
figuration: procedure followed by hosts to obtain an IPv6 address from a local
router. The router only replies to the host on the same link the request was
received and hence this type of packet is not forwarded beyond the router.

The site locat-use addresses are used, for example, by organizations that
are nat currently connected to the Internet but wish to utilize the technol-
ogy associated with it. Normally, the 64-bit interface ID part is subdivided
and used for routing purposes within the organization. In this way, should
the organization wish to be connected to the Internet at a later date, it
is only necessary to change the site local-use prefix with the allocated
subscriber prefix.
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Multicast addresses

The format of an IPv6 multicast address is shown in Figure 9.31(d). As we can
see, following the multicast prefix are two additional fields which have been
introduced to limit the geographic scope of the related multicast operation.
The first is known as the flags field and is used to indicate whether the multi-
cast is a permanently-assigned (reserved) address (0000) or a temporary
(transierit) address (0001). In the case of a permanently-assigned address, the
least significant 8 bits of the multicast group address field identify the type of
the multicast operation, while for a transient address, the full 112 bits identify
the multicast group address.

In both cases, the 4-bit scope field defines the geographic scope of the
multicast packet. The various alternatives are identified in the figure and
mrouters use this field to determine whether the (multicast) packet should
be forwarded further or discarded.

Anycast addresses

In addition to unicast and multicast addresses, a new address type known as
an anycast group address has been defined. These are allocated from the
unicast address space and are indistinguishable from a unicast address. With
an anycast address, however, a group of hosts or routers can all have the same
{anycast) address. A common requirement in a number of applications is for
a host or router to send a packet to any one of a group of hosts or routers, all
of which provide the same service. For example, a group of servers distrib-
uted around a network may all contain the same database. Hence in order to
avoid all clients needing to know the unique address of its nearest server, all
the servers can be members of the same anycast group and hence have the
same address, In this way, when a client makes a request, it uses the assigned
anvcast address of the group and the request will automatically be received by
its nearest server. Similarly, if a single network/internetwork has a number of
gateway routers associated with it, they can all be allocated the same anycast
address. As a result, the shortest-path routes from all other networks/inter-
networks will automatically use the gateway nearest to them.

In order to perform the routing function, although an anycast address
has the same format as a unicast address, when an anycast address is assigned
to a group of hosts or routers, it is necessary for each host/router to bhe
explicitly informed — by network management for example — that it is a
member of an anvcast group. In addition, each is informed of the common
part of the address prefixes which collectively identity the topological region
in which all the hosts/routers reside. Within this region, all the routers then
maintain a separate entry for each member of the group in its routing table.

Address representation

A different form of representation of IPv6 addresses has been defined.
Instead of each 8-bit group being represented as a decimal number (with a
dot/period between them), groups of 16 bits are used. Fach 16-bit group is
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then represented in its hexadecimal form with a colon between each group.
An example of an [Pv6 address is:

FEDC:BA98:7654:3210:0000:0000:0000:0089
In addition, a number of abbreviations have heen defined:

B One or more consecutive groups of all zeros can be replaced by a pair
of colons.

B Leading zeros in a group can be omitted.

Hence the preceding address can also be written as:
FEDC:BA98:7654:3210:89
Also, for the two IPv4 embedded address types, the actual IPv4 address

can remain in its dotted decimal form. Hence assuming a dotted decimal
address of 15.10.0.6, the two embedded forms are:

: 150.10.0.6 {IPv4 host address)
: FFFF:150.10.0.6  (IPv4 tunnel address)

Example 9.6
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9.10.3 Extension header;/

As we have just indicated, if required, a number of extension headers can be
added to the main header to convey additional information, either to the
routers visited along the path followed or (o the destination host. The six
types of extension header currently defined are:

B  hop-by-hop options: information tor the routers visited along a path;
B routing: list of routers relating to source routing information;

B fragment: information to enable the destination to reassemble a
fragmented message:

B authentication: information to enable the destination to verify the
identity of the source; '

B encapsulating security payload: information to enable the destination to
decrypt the payload contents;

B  destination options: optional information for use by the destination.

The two options headers can contain a variable number of option fields,
each possibly of a variable length. For these, each option field is encoded using
a type-length-value (TLV) format. The type and length are both single bytes and
indicate the option type and its length (in bytes) respectively. The vatue is then
found in the following number of bytes indicated by the length. The option type
identifiers have been chosen so that the most significant two bits specify the
action that must be taken if the type is not recognized. These are:

00 ignore this option and continue processing the other opuon fields
in the header;

01 discard the complete packet;

10 discard the packet and return an ICMP error report to the source
indicating a parameter problem and the option type not recognized:

11 same as for 10 except the ICMP report is only returned if the
destination address is not a multicast address.

Note also that since the type of extension header is indicated in the pre-
ceding next header field, the related decoder that has been written to decode
the contents of the header is invoked automatically as each header is
processed. Some examples of each header type now follow.

Hop-by-hop options

This type of header contains information that must be examined by all the
gateways and routers the packet visits along its route. The next header value for
this is 0 and, if this header is present, it must follow the main header. Hence
the next header field in the main header is set to 0. An example of its use is for
a host to send a datagram that contains a payload of more than 64K bytes.
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This is particularly useful, for example, when a host is transferring many very
large files over a path that supports a maximum transmission unit (MTU)
significantly greater than 64K bytes. Datagrams that contain this header
are known as jumbograms and the format of the header is shown in
Figure 9.32(a).

As we can see, this type of header is of fixed length and comprises two 32-
bit words (8 bytes). The header extension length field indicates the length of the
header in multiples of 8 bytes, excluding the first 8 bytes. Hence in this case
the field is 0. This option contains only one option field, the jumbo payload
length. As we indicated earlier, this is encoded in the TLV format. The &ype for
this option is 194 (11000010} and the length is 4 (bytes). The value in the
jumbo payload length is the length of the packet in bytes, excluding the main
header but including the 8 bytes in the extension header. This makes the pay-
load length in the main header redundant and hence this is set 10 zero.

{a}

(b)

l

Bit map: | = strict source routing N=24
0 = loose source routing

Next header: hop-by-hop options = 0
routing = 43

Figure 9.32 Extension header formats: (a} hop-hy-hop options; (h) routing.



650 | Chapter 9 The Internet

Example 9.7

Routing

This plays a similar role o the (strict) source routing and loese source routing
optional headers used in IPv4 datagrams. The next header value for this type of
header is 43. Currently only one type of routing header has been defined, the
format of which is shown in Figure 9.32(b).

The heacder extension lengih is the length of the header in multiples of 8
bvtes, excluding the first 8 bvtes. Hence, as we can deduce from the figure,
this is coual 1o two times the number of (16bvie) addresses present in the
header This must be an even number less than or equal to 46, The segments
feft field is anindex o the Tist ol addresses that are present. It is initialized to
0 anel is then incremented by the next router in the list as it is visited. The
maximien therefore is 23,

The second S-byte word contains a reserved byte tollowed by a 24-bit field
called the siviet/loase bit map This conrains one bit for each potential address
present starting it the lefunost bit, Uthe related bitis a 1, then the address
must be that of a directlv-attached (neighbor) router — that is, strict source
routing. H the bitis af), then the address is that of a router with possibly sev-
cral other routers in bewtween - loose source routing. The latter is used, for
example, when tunneling is required to forward the datagram. In the case of

A data.gram isto be sent from a source host wtth an IPVG address of A to
a destination host with an IPv6 address of Bviaa path comprising three
IPv6 routers. Assuming the addresses of the three routers are R1, R2,
and R3 and strict source routing is to be used, (i} state what the con-
tents of the initial values in the various fields in the extension header
will be and {ii) list the contents of the source and destination address
fields in the main header and the segments left field in the extension
header as the datagra.m travels along the defined path

Answer:

(1) Exzcnsxon header mmal contents»
~"Next header = Tmnsport layer promcal
Header extension length = 2x3=6 -
Routing type = 0 -
Segments left=0 :
Strict/loose bit map =% GGOOQ DOQQGOOO 00000000
List of addresses = R1, R2 ' RB\ (eax:b of 16 bytes)

(ii) Contents of main header fields: " .
Atsource SA=A D_A = Rf S@gments lgft
CALRL G 8A=A DA i&f& %
A_t R2 : 3
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strict source routing, at each router the destination address in the main
header is changed to that obtained from the list of addresses before the index
is incremented. In the case of loose source routing, the destination address
will be that of an attached neighbor which is on the shortest-path route to the
specified address.

Fragment

This header is present il the original message submitted by the transport
layer protocol exceeds the MTU of the path/route to be used. The next header
value for a fragment extension header is 44, The fragmentation and reassem-
bly procedures are similar to those used with 1Pv4 but, in the case of IPvG6, the
fragmentation procedure is carried out only in the source host and not by the
routers/gateways along the path followed by the packet(s). As we saw in
Figure 9.30(a), there is no don’t fragment (D) bit in the 1Pv6 main header
since, in order to speed up the processing/routing of packets, IPv6 routers
do not support fragmentation. Hence, as we explained in Section 9.7, either
the minimum MTU size of 576 bytes must be used or the path MTU discovery
procedure is used to determine if the actual MTU size is greater than this. In
either case, if the submitted message (including the transport protocol
header) exceeds the chosen MTU (minus the 40 bytes for the IPv6 main
header), then the message must be sent in multiple packets, each with a main
header and a fragment extension header. The various fields and the format of
each fragment extension header are shown in Figure 9.33(a). An example is
shown in Figure 9.33(b).

Each packet contains a main header — plus, if required, a hop-by-hop
options header and a routing header — followed by a fragment extension header
and the fragment of the message being gansmitted. Thus the maximum size
of the payload (and hence message fragment) in each packet will be the
MTU size being used minus the number of 8-byte fields required for the main
header and any extension headers that are present. The payload length field in
the main header of the first packet indicates the total number of bytes in the
message being transmitted ~ including the 1P header - plus the number of
bytes that are required for the other extension headers that are being used.
The payload length in the main header of the remaining packets indicates the
number of bytes in the packet following the main header.

The various fields in each fragment header have similar functions to those
used with IPv4. The fragment offset indicates the position of the first byte of the
fragment contained within the packet relative to the start of the complete
message being transmitted. Its value is in units of 8-bytes. The M-bit is the more
fragments bit; itis a 1 if more fragments follow and a 0 if the packet contains
the last fragment. Similarly, the value in the identification field is used by the
destination host, together with the source address, to relate the data frag-
ments contained within each packet to the same original message. Normally,
the source uses a 32-bit counter (that is incremented by 1 for each new mes-
sage transmitted) to keep track of the next value to use,
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Figure 9.33 IPvé fragmentation: (a) fragment header fields and format; (b) example.

Authentication and encapsulating security payload

As we shall expand upon in Section 13.4, authentication and the related sub-
Ject of encryption are both mechanisms that are used to enhance the security
of a message during its transfer across a network. In the case of authentica-
tion, this enables the recipient of a message to validate that the message was
indeed sent by the source address present in the packet/datagram header
and not by an impostor. Encryption is concerned with ensuring that the con-
tents of a message can only be read by — and hence have meaning 1o - the
intended recipient. The authentication and encapsulating security payload
(ESP) extension hecaders are present when both these features are being used
at the network layer.

When using IPv6 authentication, prior to any information (packets)
being exchanged, the two communicating hosts first use a secure algorithm
to exchange secret keys. An example is the MD3 algorithm we describe later
in Section 13.5. Then, for each direction of flow, the appropriate key is used
to compute a checksum on the contents of the entire datagram/packet. The
computed checksum is then carried in the authentication header of the
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packet. The same computation is repeated at the destination host and only if
the computed checksum is the same as that carried in the authentication
header is it acknowledged that the packet originated from the source host
address indicated in the main header and also that the packet contents have
not been modified during the packets transfer over the network. We discuss
the subject of authentication further in Section 13.6.

The encryption algorithm used with the ESP is also based on the use of an
agreed secret key. An example is the DES algorithm we describe later in
Section 13.4.3. The agreed key is used to encrypt either the transport protocol
header and payload parts of each packet or, in some instances, the entire
packet including the main header and any extension headers present. In the
case of the latter, the encrypted packet is then carried in a second packet con-
taining a completely different main and, if necessary, extension headers. The
first is known as transport mode encryption and the second tunnel mode
encryption. Figure 9.34(a) illustrates the principle of operation of both modes.

As we can deduce from the figure, the overheads associated with the tunnel
mode are significantly higher than those of the transport mode. The extra

(a)
Transport mode: Encrypted fields

Encrypted fields

Encapsulating packet headers Original packet

(b} Site LAN Site LAN

Glebal

Internet

Steef pipe ———P\

Encapsulated packet

Figure 9.34 Encapsulating security payload: (a) transport and tunnel modes; (b) example
application of tunnel mode. -



l Chapter 9 The Internet

security obtained with the tunnel mode is that the information in the main and
extension headers of the original packet cannot be interpreted by a person pas-
sively monitoring the transmissions on a line. An example use of this mode is in
multisite enterprise networks that use the (public) Internet to wansfer packets
from one site to another. The general scheme is shown in Figure 9.34(b).

As we showed earlier in Figure 5.16{a) and explained in the accompany-
ing text,‘associated with each site is a security gateway through which all
packet transfers to and from the site take place. Hence to ensure the header
information (especially the routing header) of packets is not visible during
the transfer of the packet across the Internet, the total packet is encrypted
and inserted into a second packet by the IP in the security gateway with the
IPv6 address of the two communicating gateways in the source and destina-
tion address fields of the main header. The path through the Internet
connecting the two gateways is referred to as a steel pipe.

Destination options

These are used to convey information that is examined only by the destina-
tion host. As we indicated earlier, one of the ways of encoding options is to
use the typelength-value format. Hence in order to ensure a header that uses
this format comprises a multiple of 8 bytes, two destination options have been
defined. These are known as Padl and PadN, the first to insert one byte of
padding and the second two or more bytes of padding. Currently these are
the only two options defined.

9.10.4 Autoconfiguration

4 As we described earlier in Section 9.1, the allocation of the II* addresses for a
oMl beodhdn 1Weddd a0 oy network involves a central authority to allocate a new netid - the

s et

T allecok po Nekid Internet Network Information Center (InterNIC) — and a local network
“[ > administrator to manage the allocation of hostids to each attached host/end

W.Q-L - (Lu.k (-dt MSL&

pwad“"” system. Thus, the allocation, installation, and administration of IPv4
f wmm addresses can entail considerable effort and expenditure. To alleviate this,
Hiaao ‘thUg Yae IPv6 supports an autoconfiguration facility that enables a host to obtain an IP

v‘br 16 address dynamically via the network and, in the case of mobile hosts, use it
add_—= Qwﬁ,w*\{f just for the duration of the call/session.

Two types of autoconfiguration are supported. The first involves the host
TPk — a»h é‘j communicating with a local (site) router using a simple (stateless) request-
orobls oY olotmn response protocol. The second involves the host communicating with a site (or
TN A;v\r‘oﬂ‘“' ol enterprise) address server using an application protocol known as the dynamic
a0 MW host configuration protocol (DHCP). The first is suitable for small networks that
i ARPNE v\iuo Wil operate in the broadcast mode (such as an Ethernet LAN) and the second for

e % Ao0X O™ Jarger networks in which the allocation of IP addresses needs to be managed.

@nl LQM‘M With the first method, a simple protocol known as neighbor discovery
!( A {ND) is used. As we show in Figure 9.35, this involve he host broadcasting a
Q‘}%w) router solicitation packet/message on the subney/network and the router
O I,DWJLS‘ 1\:) i responding with a router advertisement message. oth messages are ICMPv6
i ! | o
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‘“t Router [Address server)

Router advertisement

ICMP message

Figure 9.35 Neighbor discovery protocol messages.

messages and hence are carried in an 1Pv6 packet. The latter is then broad-
cast over the LAN in a standard frame.

The main header of the IPv6 packet containing the router solicitation
message has an 1Pv6 source address created by the host. This is made up of
the (standard) link-local address prefix and the 48-bit MAC address of the
host’s LAN interface. As we indicated earlier, with 1Pv6 a number of perma-
nent multicast group addresses have been defined including an all-routers
group address. Hence the destination address in the packet main header is
set to this and, since the packet is broadcast over the LAN, it is received by
the ICMP in all the routers that are attached to the LAN.

A single router is selected to process this tpe of ICMP message and this
responds to a router solicitation message with a route advertisement message
containing the Internet-wide address prefix for the subnet/network. On
receipt of this, the ICMP in the host proceeds to create its own IPv6 address
by adding its 48-bit MAC address o the prefix. As we can deduce from this, in
relation to 1Pv4, this is equivalent to the router providing the netid of the site
and the host using its own MAC address as the hostid. Also, the same proce-
dure can be used by mobile hosts.

With the sccond method, the host requests ag_lj}’_ﬁ_gd;d_rgg@jrgm_ the site
address server llS_l:lj_gh[mE The DHCP address server first validates the
request ind then allocates an address from the managed list of addresses the
server contains, Alternativehy ifa site-does not have its own address server —
for example if the site LAN is part of a larger enterprise network — then a
designaied router acts as d DHCP relay agent to forward the request 1o the
DHCP address server. S

IPv6/IPv4 interoperability

The widespread depioyment of TPv4 equipment means that the introduction
of IPv6 is being carried out in an incremental way. Hence a substantial
amount of the ongoing standardization effort associated with [Pv6 is con-
cerned with the interoperability of the newer [Pv6 equipment with existing
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9.11.1

9.11.2

IPv4 equipment. Normally, when a new network/internetwork is created, it is
based on the IPv6 protocol and, in the context of the existing (IPv4)
Internet, it is referred to as an IPv6 island. It is necessary to provide a means
of interworking between the two types of network at both the address level
and the protocol level. In this section, we identify a:number of situations
where interoperability is required and describe a selection of the techniques
that are used to achieve this.

Dual protocols

Dual stacks are already widely used in networks that use dissimilar protocol
stacks; for example a site server that supports IPX on one port and IP on a
second port. In a similar way, dual protocols can be used to support both IPv4
and IPv6 concurrently. An example is shown in Figure 9.36.

In this example, the site has a mix of hosts, some that use IPv4 and others
IPv6. In order to be abie to respond to requests originating from both types
of host, the server machine has both an IPv4 and an IPv6 protocol at the net-
work layer. The value in the version field of the datagram header is then used
by the link layer protocol to pass a datagram to the appropriate IP. In this way
the upper layer protocols are unaware of the type of IP being used at the net-
work layer. )

Duat stacks and tunneling

A common requirement is to interconnect two IPv6 islands (networks,/inter-
networks) through an intermediate IPv4 network/internetwork. To achieve

Client Server Client

B

Figure 9.36 IPv6/IPv4 interoperability using dual (IPv6/1IPv4) protocols.
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this, the gateway/router that connects each [Pv6 island to the IPv4 network
must have dual stacks, one that supports [Pv6 and the other IPv4, The IPv6
packets are then transferred over the IPv4 network using tunneling. The gen-
eral approach is illustrated in Figure 9.37(a) and the protocols involved in
Figure 9.37(b).

As we showed earlier in Figure 9.20 and explained in the accompanying
text, tunneling is used to transfer a packet relating to one type of network
layer protocol across a network that uses a different type of network layer pro-
tocol. Hence in the example shown in Figure 9.37, each 1Pv6 packet is
transferred from one (IPv6,/IPv4) edge gateway to the other edge gateway

{a)

Global Internet

iPvs/1Pvd

IPvts/IPva

|Pv&
network/ internet

IPv4
network/internet

IPv6
netwerk/ infernet

(b)

Haost Host

IPvd router

.
creranvennnn]

= funnel

H = host GW = galeway

Figure 9.37 IPv6/1Pv4 interoperability using dual stacks and tunneling: (a) schematic;
{b) protocols.



658

Chapter 9 The Internet

9.11.3

within an IPv4 packet. As we show in the figure, in order to do this, the two
edge gateways contain dual stacks each of which has a related IPv6/1Pv4
address associated with it. Normally, entered by network management, the
routing table entry for the remote destination IPv6 host is the IPv4 address of
the remote edge gateway.

The IPv6 in each gateway, on determining from its routing table that an
(IPv6) packet should be forwarded to a remote IPv6 network via an IPv4
tunnel, passes the packet to the IPv4 protocol together with the IPv4 address
of the remote gateway. The IPv4 protocol first encapsulates the IPv6 packet in
an IPv4 datagram/packet with the IPv4 address of the remote gateway in the
destination address field. It then uses this address to obtain the (IPv4)
address of the next-hop router from its own (IPv4) routing table and pro-
ceeds to forward the packet over the IPv4 network/internetwork. On receipt
of the packet, the IPv4 in the remote gateway, on detecting from its own rout-
ing table that it is a tunneled packet, strips off the IPv4 header and passes the
payload - containing the original IPv6 packet — to the IPv6 laver. The latter
then forwards the packet to the destination host identified in the packet
header in the normal way.

Translators

A third type of interoperability requirement is for a host attached to an IPv6
nework — and hence having an IPv6 address and using the IPv6 protocol - to
communicate with a host that is attached to an 1Pv4 network — hence having
an IPv4 address and using the 1Pv4 protocol. In this case, both the addresses
and the packet formats are different and so a translation operation must be
carried out by any intermediate routers/gateways. As we show in Figure 9.38,
the translations can be performed either at the network layer — part (a) - or
the application laver — part (b).

Using the first approach, on receipt of an IPv6/IPv4 packet, this is con-
verted into a semantically equivalent IPv4 /IPv6 packet. This involves a
network address translator (NAT) and a protocol translator (PT). The inter-
mediate gateway is then known as a NAT-PT gateway. As we explained earlier
in Section 9.10.2, an IPv4 address can be embedded in an IPv6 address. Hence
to send a datagram/packet from a host with an IPv6 address to a host with an
IPv4 address, the NAT in the gateway can readily obtain the destination 1Pv4
address from the destination address in the main header of the IPv6 packet.
The issue is what the source address in the IPv4 packet header shouid be.

A proposed solution is for the NAT to be allocated a block of hostids for
the destination IPv4 network. These, together with the netid of the destina-
tion network, then form a block of unique IPv4 addresses. For each new
call/session, the NAT allocates an unused IPv4 address from this block for
the duration of the call/session. It then makes an entry in a table containing
the IPv6 address of the V6 host and its equivalent (temporary) IPv4 address.
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Host Host

NAT-PT goteway
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Host Al gateway Host

Applicafigh
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NAT = network address Iranslator PT = pratocol fransiator

Figure 9.38 IPv6/IPv4 interoperability using translators: (a) network
level; (b) application level.

The NAT translates between one address and the other as the packet is
relayed. A timeout is applied to the use of such addresses and, if no packets
are received within the timeout interval, the address is transferred back to
the free address pool.
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The protocol translation operation is concerned with translating the
remaining fields in the packet header and, in the case of ICMP messages,
converting ICMPv4 messages into and from ICMPv6 messages. As we indi-
cated in Section 9.10.1, most of the fields in the IPv6 main header have the
same meaning as those in the IPv4 header and hence their translation is rela-
tively straightforward. In genetal, however, there is no attempt to translate
the fields in the options part. Similarly, since ICMPv6 messages have different
type fields, the main translation performed is limited to changing this field.
For example, the two ICMPv4 query messages have type values of 8 and 0 and
the corresponding ICMPv6 messages are 128 and 129,

The use of a NAT-PT gateway works providing the packet payload does
not contain any network addresses. Although this is the case for most applica-
tion protocols, a small number do. The FTP application protocol, for
example, often has IP addresses embedded within its protocol messages. In
such cases, therefore, the translation operation must be carried out at the
application layer. The associated gateway is then known as an application
level gateway (ALG). This requires a separate translation program for each
application protocol. Normally, therefore, most translations are performed at
the network layei — using a NAT and a PT - and only the translations relating
to application protocols such as FTP are carried out in the application layer.

Figure 9.39 opposite summarizes the various topics discussed in this chapter.

Section 9.1 Section 9.2
9.1  With the aid of the network schematic shown 9.3  Inrelation to the IP datagram/packet format
in Figure 9.1, explain briefly the role of the shown in Figure 9.3, explain the role of the
following network components and protocols: following header fields:
(1) access network gateway, (iy 1IHL,
(ii) routing gateway, (ii) TOS,
{(iii} internet protocol (IP), (iit) Total length and Identification,
(iv) datagram/packet. (iv) flag bits,
(v) Fragment offset,
9.2  With the aid of the protocol stack shown in (vi) Time-to-live,
Figure 9.2, explain briefly the meaning of the (vit) Protocol,
term “adjunct protocol” and how the IP in the (viii Header checksum,
destination host determines to which transport (ix) Options.

protocol — TCP/UDP - the contents/payload
of a received IP datagram should be passed.
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Figure 9.39 Summary of the topics discussed in relation to the Internet.



662

Chapter 9 The Internet

Section 9.3

9.4

Assume a message block of 7000 bytes is to be
transferred from one host to another as shown
in the example in Figure 9.4. In this instance,
however, assume the token ring LAN has an
MTU of 3000 bytes. Compute the header fields
in each IP packet shown in the figure as it flows
(i) over the wken ring LAN,

(ii)  over the Ethernet TAN.

State why [ragmentation is avoided whencever
pussible and the steps followed within each
host IP to achieve this.

Section 9.4

9.6

9.7

$4.8

9.9

9.10

Explain the meaning of the term “IP address
class” and why these classes were created.
Hence, with the aid of the three (unicast)
address classes identified in Figure 9.5, identify
a particular application for each class.

State the meaning of the following addresses:
{i) an address with a netid of all 0s

(i) an address with a netid of all 1s

(i) an address with a hostid of all 0s

(iv) an address of all 1s.

Explain the meaning of the term “dotted deci-
mal”. Hence derive the netid and hostid for
the following IP addresses expressed in doued
decimal notation:

(iy 13.0.0.15,

(i} 132.128.0.148,

(i) 220.0.0.0,

(iv) 128.0.0.0,

(v 224.00.1.

With the aid of an example, explain why subnet-
ting was introduced. Hence state the meaning
of a subnet router and an address mask.

A site with a netid of 127.0 uses 20 subnet
routers. Suggest a suitable address mask for the
site which allows for a degree of expansion in
the future. Give an example of a host IP
address at this site.

Section 9.5

9.11

9.12

9.13

9.14

9.15

Define the terms “IP address”, “MAC address”,
and “hardware/physical address”. Also explain
the terms "address-pair” and “ARP cache”,

In relation to the simple network topology

shown in Figure 9.7, explain why:

{i) on receipt of an ARP request message,
each host retains a copy of the TP/MAC
address-pair of the source host in its
ARP cache

(ii) on receipt of an ARP reply message, the

ARP in the source host makes an entry of

the IP/MAC address-pair in its own cache

the LAN port of the gateway keeps a copy
of the IP/MAC address-pair from each

ARP request and reply message that it

receives.

(1i1}

Explain the role of a proxy ARP. Hence explain
how an IP packet sent by a host at one site is
routed to a host at a different site. Also explain
how the reply packet is returned to the host
that sent the first packet.

Explain how the reverse ARP is used to enable
a diskless host to determine its own IP address
from its iocal server,

With the aid of the two frame formats shown in

Figure 9.8, explain:

{i) how the MAC sublayer in the receiver
determines whether a received frame is
in the Ethernet format or IEEE802.3

(ii) the number of pad bytes required with
each frame type.

Section 9.6

9.16

With the aid of the global Internet architecture
shown in Figure 9.9, explain the meaning/use
of the following:

(i}  continental backbone network,

(i) core backbone network,

(iii) regional/national network,

(iv) access network gateway,

(v) multiprotocol gateway.



